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Direct detection of the ≈8.4 eV internal conversion energy of 229mTh embedded
in a superconducting nanowire
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We report on a direct measurement of the ≈8.4 eV nuclear excitation energy of the isomeric first-excited state
229mTh via the internal conversion (IC) decay channel. Thermalized and mass-filtered recoiling 229mTh ions from
233U α decay are delivered to the surface of a superconducting nanowire sensor and become embedded. The ion
is neutralized, triggering the IC decay, and the energy released by the IC decay is detected with high quantum
efficiency by the nanowire sensor. Energy resolution is enabled by the current dependence of the internal quantum
efficiency of the nanowire sensor. The techniques presented here are complementary to light-based detection
schemes. The IC decay channel is about eight orders of magnitude faster than the photoemission channel, thus
the ability to detect IC decays with high efficiency with superconducting nanowire sensors is likely to be a
valuable tool for future 229mTh experiments.

DOI: 10.1103/9v5w-b8k2

I. INTRODUCTION

The isomeric first-excited state of the actinide isotope
229Th, known as the thorium isomer 229mTh, is the energeti-
cally lowest-lying isomeric excited nuclear state in the known
landscape of nuclear species, about five orders of magnitude
lower energy than typical nuclear isomers. A proposed nu-
clear clock [1] based upon this state could reach a fractional
accuracy of 10−19 [2,3]. The use of a nuclear transition would
enable the clock to be both less sensitive to magnetic and
electric fields, while also being 104–105 more sensitive to
potential variations in the fundamental constants like the fine
structure constant or the scale parameter of the strong interac-
tion compared to conventional atomic clocks [4–8]. Further
applications proposed for a 229mTh-based nuclear clock in-
clude (ultralight) dark matter research [9–13] or relativistic
geodesy [14].
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The 229mTh thorium isomer decays to the ground state pri-
marily via internal conversion (IC) or photoemission. These
two decay channels have vastly different timescales. The pho-
toemission channel, which emits vacuum ultraviolet (VUV)
photons, has a half-life of 1740(50) s [15]. This value for
the vacuum half-life is based upon lifetime measurements
in CaF2, a VUV transparent crystal that suppresses the IC
decay channel. In these crystals the half-life is reduced due
to the increased photon density of states in a dielectric, by a
factor equal to the index of refraction cubed. The half-life in
CaF2 is 630(15) s [7,15,16], and 568(24) s in LiSrAlF6 [17].
Internal conversion occurs when the excited nucleus transfers
energy to the electron cloud, ejecting a conversion electron,
similar to the Auger effect. The IC half-life is 7(1) µs for
neutral 229mTh [18–20], about eight orders of magnitude faster
than photoemission. A third decay channel, bound internal
conversion, does not play a significant role in the experiments
discussed here.

Several measurements [15,17,21] of the thorium isomer
transition frequency based upon the photoemission decay
channel have been published recently. The most accurate re-
ported value of 2 020 407 384 335(2) kHz, corresponding to
8.355 733 554 020(8) eV, was achieved with laser excitation
of the isomer in a CaF2 crystal, with the laser referenced to
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a 87Sr-based optical atomic clock [22]. Because these mea-
surements rely on decay via photoemission, the measurement
cycles are relatively long (hundreds of seconds).

Here we present a method of direct detection of the energy
released by the IC decay and show that this much faster
method can be used to measure the isomer energy. The IC
energy is deposited in a solid state, thermally sensitive su-
perconducting nanowire, then the IC decay is detected with
high quantum efficiency. Initially, we aimed to reach an un-
certainty of 10 meV to aid laser-based searches for the isomer
transition energy [23]. Compared to isomer detection based
upon the photoemission channel, the use of the eight orders
of magnitude faster IC decay channel may enable much faster
measurement cycles. Other IC detection schemes require an
electron to overcome a work function to leave a surface, which
occurs with relatively low probability on order 10−2 or lower
[24]. Compared to other IC detection schemes, the present
method of embedding the isomer in the detector is capable
of near unity detection efficiency, and here we show a lower
bound of 0.6(14) detection efficiency.

II. EXPERIMENTAL PROCEDURE

Beams of 229Th3+ are generated as recoil ions from the
α decay of a 290 kBq 233U source. The recoil ions are ther-
malized and collimated by an rf + dc ring-electrode funnel
in He gas and transferred via a supersonic gas jet through a
de Laval nozzle into a subsequent segmented radio-frequency
quadrupole acting as ion guide and phase-space cooler. Then a
quadrupole mass-separator (QMS) stage selects one particular
ion species. Ions are extracted from the QMS with a focusing
triode structure at room temperature and accelerated towards
subsequent detection. The accelerating voltage determining
the ion kinetic energy is tunable, and was set to 30 V. This
ion beamline was previously used with a microchannel plate
detector for the first direct detection of the thorium isomer
and with a magnetic bottle spectrometer to measure the isomer
energy based on the kinetic energy of recoil electrons [25,26].
Null experiments are performed by selecting ions without
the isomeric state such as 233U3+ with the same source and
230Th2+,3+ with a 234U source.

The beamline directs ions onto the surface of supercon-
ducting nanowire sensors cooled to 2.7 K in a cryostat via
a line-of-sight coupling, a schematic is shown in Fig. 1. Su-
perconducting nanowire sensors are narrow superconducting
wires biased near their critical current [27]. When a sufficient
amount of energy is deposited, the critical current within a
hot spot is reduced below the actual current and the device
is driven into the normal resistive state [28,28,29]. This event
results in a mV scale pulse. The typical recovery time of ≈ns
is much shorter than the internal conversion lifetime of the Th
isomer. Superconducting nanowire sensors typically operate
at 3 K or below, and are the fastest single-photon sensors
on record, with multiple independent reports of sub-10 ps
jitter for photons of energy ≈1 eV [30,31]. While nanowires
are more commonly used with the less energetic visible and
infrared wavelengths, they have also been used with ions
[32], ultraviolet photons [33], and x-rays [34]. The ions travel
through 2 mm diameter line-of-sight holes in the 3 K and 40 K

FIG. 1. (a) Schematic of ion beamline with nanowire sensors, not
to scale. Recoil ions from a radioactive 233U source are thermalized
and collected by an rf + dc funnel in a buffer He gas, transferred
through a de Laval supersonic nozzle into a segmented rf quadrupole
acting as ion guide and phase-space cooler, then mass filtered in a
quadrupole mass separator, finally accelerated towards the nanowire
detectors mounted in a cryostat. The nanowires are positioned 10 mm
from the QMS extraction electrodes; they are mounted on the 3 K
stage, and the cryostat has two cryogenic shields at nominally 40 K
and 3 K with 2 mm diameter holes to provide a line-of-sight path for
ions. The calibration VUV source, a deuterium lamp with a grating
monochromator, is located behind the radioactive source ≈1 m from
the nanowire. The radioactive source has a small central hole to allow
light to be sent through on axis. (b) Optical image of a portion of
the nanowire chip with four nanowire delay-line imagers with inset
scanning electron microscope image. Two of the imagers were read
out simultaneously. (c) Delay-line readout circuit consisting of a
nanowire with a differential bias applied with two room-temperature
bias tees and a battery-powered voltage source. The signal from each
side is amplified with a 1 GHz bandwidth amplifier then fed into a
comparator then a time-to-digital converter (TDC).

shields of the cryostat to reach the nanowires. A deuterium
lamp with a grating monochromator mounted on axis behind
the radioactive source can irradiate the nanowire sensor with
VUV photons with an energy known to one part in ≈4000.
These VUV photons are used to calibrate the energy response
of the nanowire sensor.

Energy resolution is achieved by exploiting the bias current
dependence of the internal quantum efficiency of the nanowire
sensor [35]. We assume identical response to energy from IC
events and photoelectric absorption of VUV photons when
both are absorbed in the nanowire because both events ap-
pear similar on a microscopic level; both events should result
in a single energetic electron, then follow the same relax-
ation processes. Some rare-event searches and applications
in radionuclide analysis use similarly embedded radioactive
material in cryogenic thermal sensors for spectroscopy on keV
to MeV energy depositions [36–39].
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The nanowire sensor is a delay-line imager made of MoSi
with a meander of width 180 nm [40]. Each imager fills a
100 µm square with fill fraction 0.7. The superconducting
transition temperature is ≈5 K. The nanowire was fabricated
on a Si wafer; first a Ti-Au-Ti (2 nm-50 nm-2 nm) ground
plane was deposited, then a 200 nm SiO2 insulating layer,
finally the 7.7 nm MoSi layer was deposited, capped with
2 nm sputtered Si, and patterned. Some of the capping Si
likely alloys with the MoSi, and some likely oxidizes to SiO2.
The meander is both wider and thicker than typical super-
conducting nanowires, to increase the dependence of internal
quantum efficiency on bias in the 8.4 eV energy range. For
each event, we read out voltage pulses from both sides of
the nanowire and record a timestamp for each pulse using
the circuit shown in Fig. 1(c). The difference in the times-
tamps of the two pulses caused by a single event provides
a measurement of the event location along the length of the
nanowire. The timestamp of the ith event is ti = (tia + tib)/2
and the position is xi = 50(tia − tib)/c where tia and tib are the
timestamps from the two sides of the imager for event i, c is
the speed of light, and the electrical propagation velocity in
the nanowire is ≈c/50.

Some ions will stop in the capping layer rather than in
the nanowire. We used the Stopping Range of Ions in Matter
(SRIM 2013 [41]) software to calculate an ion stopping range
of 2.2 nm in Si with density 2.05 g/ cm3 , with a fraction 0.75
of ions passing through a 2 nm layer. The density is lower than
bulk Si due to the sputter deposition [42], the stopping range is
similar for SiO2 and MoSi, the other forms the capping layer
may take. When energy is deposited in the capping layer, only
a fraction of that energy will be detected by the nanowire,
leading to reduced detection probability. The IC energy is near
the detection threshold, while the ion kinetic energy is well
above the detection threshold, so the detection probability of
IC events will be affected more than ion events. When IC
occurs in the capping layer the energy relaxation and transport
takes place over the time range of picoseconds to nanosec-
onds, and thus any added delay is negligible compared to the
IC decay half-life and does not change the time-correlation
statistics.

III. RESULTS

Both the initial ion impact and the IC decay deposit energy
into the detector, with the time separation being set by the IC
half-life of ≈7 µs. The energy deposition from ion impact and
IC decay occurs at the same physical location. This ion impact
and internal conversion coincidence presents two signatures
in the data, a time correlation and a spatial correlation. These
signatures only appear for ions which are known to sustain
the isomer state which are 229Th�2+. Figure 2 (top) shows that
time correlation is present for these ions, and is not present for
other tested ions or photons. This rules out spurious sources of
time correlation. The distribution of time differences is fit with
the sum of two exponential distributions, one for the isomer
events and one for the ion events.

Figure 2 (bottom) shows the spatial correlation observed
for time-correlated events with 229Th3+ ions, and shows that
spatial correlation is not present for time-separated events.

FIG. 2. (Top) The distribution of time differences between suc-
cessive nanowire events for 8.27 eV (150 nm) photons and for
various ions incident on the nanowires. The photon data duration is
100 s, the counts were divided by 200 to fit on the same scale as the
ion data. The ion data duration is 3600 s and in each case was taken
shortly after cooling the cryostat from room temperature. Time-
correlated events with sub 50 µs separation are present for 229Th2+,3+

and not present for any other ions including 230Th3+ or the photon
data. Bin sizes are 4 µs before 100 µs and increase logarithmically
after. A two-exponential fit to the 229Th3+ data with isomer half-life
7.9 µs and isomer fraction 1.2% is shown. Inset shows the same data
and fit with a logarithmic vertical axis. (Bottom) Position difference
between successive time-correlated (ti − ti−1 < 50 µs) events and
time-separated (ti − ti−1 > 100 µs) events for 229Th3+, normalized to
have a maximum value of 1. Time-correlated events show spatial
correlation, while time-separated events do not. Inset, with y axis
matching the primary figure, shows the distribution of positions,
showing a nonuniform distribution with excess events at the edges.
The nonuniformity may be due to pulse rise-time variation with
position along the nanowire.

The observation of both time correlation and spatial correla-
tion in the expected cases, and the lack of these signatures in
null experiments, confirms the observation of thorium isomer
IC decays.

The isomer fraction is the fraction of ion events followed
by an isomer event Nisomer/Nion, where Nisomer is the number
of isomer events, Nion = Ntotal − Nisomer is the number of ion
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FIG. 3. Event rate vs nanowire bias current for three photon ener-
gies and for isomer decays, normalized by A in the fit described in the
text. A fit of Eq. (1) to the 8.10 eV photon data is shown. Events with
time separation less than 50 µs are counted as isomer events, xi − xi−1

is not used to select isomer events because the position resolution
degrades at lower current bias. Relative uncertainty on each point is
given by 1/

√
N where N is the number of events. The nanowire bias

was cycled repeatedly throughout this duration with a dwell time for
each bias chosen to achieve a similar number of isomer counts per
bias. There were ≈60 isomer counts per bias, leading to a roughly 1
part in 8 uncertainty on the relative intensity.

events, and Ntotal is the total number of events. We calculate
Nisomer as number of events that are both time (ti − ti−1 <

50 µs) and space (xi − xi−1 < 3000 µm) correlated, and also
determine Nisomer from the fit to the time differences. The re-
sults agree between the two methods. In these data we find an
isomer fraction of 1.25(1)% and an IC half-life of 7.9 µs. The
isomer state is populated by a 2.1(5)% decay branch [43,44].
From this we obtain a lower limit on quantum efficiency for
IC detection with the nanowire of 0.60(14).

Nanowire detectors achieve statistical energy resolution by
exploiting the dependence of internal quantum efficiency on
bias current. An energy resolution exceeding one part in 500
has been demonstrated in the detection of ≈0.8 eV photons
[35]. We perform an analysis assuming monochromatic in-
cident spectra for both photons and IC events. To calibrate
the energy scale we illuminate the nanowire sensor with VUV
light generated with a deuterium lamp, monochromatized with
a grating, and measured the count rate as a function of the
current bias for many wavelengths and for IC events.

Figure 3 shows normalized event rate vs current bias data
for VUV photons and isomer events. The internal quantum
efficiency of the nanowire increases from zero to, ideally,
a maximum value known as saturated absorption with in-
creased current bias. The maximum current bias is limited
by latching current, for which an event drives the nanowire
normal and it does not self-reset to the superconducting state.
We did not observe saturated absorption, likely because the
cross section of the nanowires is too large. The internal quan-
tum efficiency of a nanowire is often well modeled with a
single sigmoid [45,46]. The sigmoid shape is predicted based

FIG. 4. Icenter determined from fits of q(I ) to the data in Fig. 3
vs energy. The isomer energy is determined from a linear fit to the
3 VUV points. A 1-σ confidence band is shown for that linear fit,
and an isomer band is shown based on the uncertainty in the fit for
Icenter for the isomer data. The isomer energy statistical uncertainty is
taken to be the range where the isomer band and the VUV confidence
band overlap. The best value of isomer energy, the ref energy [22], is
shown.

on Fano fluctuations of deposited energy that remains in the
hotspot [47], and the width of the sigmoid will increase with
deposited energy. Here, one sigmoid provides a very poor
fit and we use two sigmoids to improve the quality of fit,
one contributing factor may be critical current variation along
the 40 mm imagers vs the 1 mm length typical for the cited
nanowires; even two sigmoids do not provide a very good fit.
We fit the data with

q(I ) = A[(1 − f )z(i1) + f z(i2)], (1)

where z(i) = 1/(1 + e−i ) is the sigmoid function, A is the
event rate at saturated absorption, i1 = (I − Icenter )/Iscale is
the normalized bias current. The second-term normalized bias
current i2 = (I − 1.3Icenter )/(2Iscale ) has constants chosen to
give a better quality of fit. When f = 0 then Icenter is the mag-
nitude of bias current at which the event rate is A/2, Icenter will
decrease with increasing event energy. The constants f = 0.4,
Iscale = 1.2 µA provide the best fit to the 8.10 eV photon data.
To determine the isomer energy both A and Icenter are deter-
mined with fits to the data in Fig. 3. Then a linear fit to Icenter

vs photon energy is used to convert the isomer Icenter to energy.
The statistical uncertainty of the isomer energy is taken to
be the range of overlap between the confidence band of that
linear fit and the isomer Icenter uncertainty. Figure 4 shows this
analysis and yields an isomer energy of 8.54+0.21

−0.16 eV for the
data shown and 8.79+0.31

−0.24 eV for a second nominally identical
nanowire recording data at the same time.

To estimate the systematic uncertainty we consider repeat
analyses of the same data with significant modifications to
the function q(I ). We modified q(I ) in the following ways;
z(i) = (er f (i) + 1)/2, varying f from 0 to 1, and varying Iscale

by a factor of 2 larger or smaller, the isomer energy varies by
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FIG. 5. (Top) Total event rate vs time, each point represents
4 minutes. Long-term drift and ion dropout periods are visible.
(Bottom) Isomer fraction as percent over the same duration for
various current biases. A decay of isomer fraction over time is
visible. Orange bands show the time range used for the analyses in
Figs. 3 and 4.

0.07 eV. To estimate the effect of nonmonochromatic lower-
energy events either during calibration with VUV photons or
IC events where some energy is lost in the capping layer,
we repeat the analysis setting f to zero only when fitting
the calibration data or only when fitting the isomer data. The
difference between these two cases is 0.11 eV. We perform
a weighted average of the results from the two nanowires,
taking the statistical uncertainty to be the larger of the asym-
metric uncertainties. We take the systematic uncertainty to be
the quadrature sum of the two terms in this paragraph. We
arrive at an isomer energy of 8.6(2stat )(1sys) eV.

The measurement apparatus has some instability, likely
due to the accumulation of charge on insulating surfaces and
frozen gasses on the surface of the nanowire sensor. Figure 5
shows the total event rate and isomer fraction vs time for the
isomer data. The total event rate shows both a gradual varia-
tion and occasional periods of ion signal dropouts, which we
attribute to charge accumulation on insulating surfaces due to
the relatively fast timescales and nonmonotonic behavior. The
ion dropouts are not due to latching. During an ion dropout
the nanowires remain sensitive to VUV photons, and the ion
signal does not return upon resetting the bias to zero and back.
The count rate during ion dropouts places an upper limit on
the dark-count rate, count rates of 0.01 Hz and lower were
observed for all biases. The dark-count rates are low enough
to have a negligible effect on our results. The isomer fraction
degrades by a factor of 7 over 100 hours, which is likely
due to frozen gas accumulation. We consider the hypothesis
that the primary frozen gas is water, and the isomer signal
is missing because the ice slows the ions such that they stop
in the Si capping layer. In a SRIM calculation of 90 eV
229Th ions incident on 1 nm of ice followed by the 2 nm Si
capping layer, a fraction 0.12 of ions reach the nanowire, 6.2
times less compared to no ice. This model for isomer fraction
decay suggests an ice accumulation rate of ≈0.01 nm/hour.

Both effects appear to be reset upon warming the cryostat to
room temperature and cooling back to base temperature, so all
data were taken shortly after a warmup-cooldown. The typical
pressure measured near the cryostat was 5 × 10−7 bar near
room temperature and 4 × 10−8 bar near base temperature.

IV. DISCUSSION

The energy measurement made with this apparatus could
be improved significantly by mitigating some of the issues
noted in this manuscript and improved counting statistics.
Eliminating line-of-sight from the nanowires to room tem-
perature would significantly reduce frozen gas accumulation,
and could potentially be achieved with a cryogenically cooled
ion-bender-based coupling scheme or a liquid-helium-based
method for slowing the recoil ions. The charge buildup may
be mitigated by reducing the interaction between ions and
insulating material; for example, the nanowires could be fab-
ricated on a conductive substrate and could be made with a
conductive capping layer. The calibration would be improved
by using more photon energies and bias points. There are
likely some amount of lower-energy photons reaching the
nanowire sensor, primarily from VUV-excited fluorescence
from nearby materials such as the SiO2, Si, and any frozen
gasses. With additional characterization of the nanowire re-
sponse to photons over a wide energy range, and using the
methods in Ref. [35], the full incident-photon spectrum could
be resolved and accounted for in the analysis. VUV calibra-
tion curves taken 3 days apart without a warmup-cooldown
cycle in between agree at the 0.01 eV level, so fluorescence
from frozen gasses do not appear to have a large effect on
the VUV response. The uncertainty related to ions stopping
in the capping layer could be reduced with a thinner capping
layer and a larger accelerating voltage. Understanding the
reason for and eliminating the nonsigmoid shape of the count
rate vs bias would be beneficial, potential approaches include
methods to study position dependence in nanowires [32,48]
and characterization of detectors with different dimensions.

Improved sensitivity could be obtained with fewer isomer
events by using a sensor with single-event energy resolution.
One potential such sensor is the optical transition edge sensor
microcalorimeter [49]. A 1σ energy resolution of 0.1 eV or
better is regularly achieved for energies up to 10 eV, and
small signal recovery times can be below 1 µs. The recovery
time will be longer for ion impacts with energies � 10 eV
due to saturation of the device, but can still be kept below
the IC lifetime [50,51]. Using such a device, the precision
scales as σ/

√
N , where σ is the one standard-deviation energy

resolution and N is the number of IC decays observed. With
such a detector, 0.01 eV precision would require only 100 ob-
served IC events. These events could be collected in less than
one hour, based upon the count rates observed in the present
device scaled to a 50 µm square sensor. Events of significantly
different energy would be easily distinguished and not affect
the energy measurement. The absorbing material can be Au,
free of surface oxide, which would make the physics of IC
and photon absorption even more similar due to the lack of
capping layer. Calibration can be achieved by absorption of n
low-energy photons of known energy nearly simultaneously.
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The primary challenge in using such a sensor is that they
require ≈0.1 K temperatures, which puts greater demands on
the ion coupling scheme to minimize thermal loads on the
sensor and requires a more elaborate cryostat. Some efforts
in this direction are reported in Ref. [52]. A measurement
of the 76.737(18) eV 235mU nuclear isomer was made with
a similar sensor known as a superconducting tunnel-junction
(STJ) sensor and with a photon-counting-based calibration.
The STJ sensor had 50 µs recovery time, slower than the IC
half-life of Thm229 case but much faster than the 235mU IC
half-life of 26 minutes [53].

To conclude, we present a method of direct detection of
thorium isomers via the IC decay channel by embedding
229mTh in a superconducting nanowire sensor. We measure
an isomer energy of 8.6(2stat )(1sys) eV via the dependence of
internal quantum efficiency on bias current, consistent with
the best available value of 8.36 eV. We argue that the ability
to detect thorium isomer populations via internal conversion
may provide value due to the combination of fast measure-
ment cycles and high quantum efficiency, perhaps for use
in an internal conversion-based nuclear clock [54]. A device
consisting of nanowire with a low energy threshold (0.2 eV
has been demonstrated [55]) with a layer of 229ThO2 deposited

on top should be capable of both laser excitation of the isomer
state and nanowire detection of the IC decay even when the
conversion electron scatters a few times before reaching the
nanowire.
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