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We describe recent developments in the operation of an optical atomic clock at unprecidentedly

high atomic densities. Frequency measurements are performed primairly on a band-insulating quantum-

degenerate Fermi-gas of neutral strontium-87 loaded into a three-dimensional optical lattice with a simple

cubic geometry. Rapid production of such quantum states of matter are enabled by novel techniques in

neutral atom cooling and trapping while precise frequency measurements rely on both state-of-the-art

optical reference cavities and imaging techniques which significantly suppress residual laser phase noise.

The observed frequency shifts about the mHz-wide clock transition are attributable to various many-

body interactions involving Fermi-Hubbard physics and long-range interactions between electric dipoles.

Using accurate models of the observed phenomena, we anticipate both challenging systematic effects and

novel opportunities to generate spin-squeezed states in future generations of atomic clocks operating at

similarly high atomic densities.
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Chapter 1

Introduction

1.1 What is a clock? It measures time!

Any clock can be considered as a device that measures the amount of elapsed time. For instance,

if an observer A watches a pendulum oscillating at some frequency ‌ then the time-interval ∆tj i = tj− ti

between two events i and j may be determined by counting the number of oscillations Nj i occuring

between the two events using the relation ∆tj i = Nj i=‌. Of course, if two observers A and B with

separate clocks whish to agree on the amount of elapsed time then the ratio of oscillation periods ‌A=‌B

must be well characterized. For an individual clock the relevant, dimensionless parameter for a clock’s

accuracy is then ‹‌=‌.

Prior to the twentieth century, all man-made clocks were less accurate than what can be achieved

via astronomical observation, that is the siderial day most stable oscillator limited by fluctuations in

earth’s rate of rotation to ‹‌=‌ ≈ 6 × 10−8. Nonetheless, mechanical clocks are of practical use, as

evidenced by Fig. 1.1 which displays improvements in clock accuracy throughout the last millenium.

The most accurate mechanical clocks were produced in the early-mid 20th century, with fractional

accuracies approacing the 10−9 level [11]. The problem with such devices is that their oscillation frequen-

cies are not constants of nature, e.g a pendulum’s oscillation frequency depends on its length l and the

local acceleration due to gravityg as ‌ =
p
g=l=2ı . If an experimenter, Alice, wished to communicate

the results of an experiment which depends on the amount of elapsed time to another experimenter

located at some far-away place, Bob, she would have no way of accurately communicating the oscillation

period of her clock, without physically sending a length standard defining the physical dimensions of her
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Figure 1.1: Clock accuracy over the last millenium, starting, with the oldest surviving mechanical clock
up through the best modern atomic clocks. Mechanical devices are plotted in green, microwave atomic
clocks in blue, and optical atomic clocks in red. One notices roughly exponential improvement in clock
accuracy throughout each era, and and increasing time constants between each era. Data adapted from
Refs. [1–10]

pendulum, and her local gravitational potential.

This was noted as early as the nineeenth century by James Clerk Maxwell [12], who then suggested

that such issues can be avoided by using atoms to define oscillation period of a clock. The key insight

is that all atoms of a given atomic species are identical and that the internal states of an atom are

coupled to the electromagnetic field whereby the frequency of electromagnetic radiation that connects

two internal levels of an atom can then be used as a clock’s oscillator. In this way, the units with which

time is measured can then be defined by purely non-physical means. Alice no longer needs to send Bob

a physical copy of her pendulum, and instead can simply tell bob to use the radiation emmited from, e.g.

any neutral atom with 38 electrons and 87 nucleii.

Though this does not fully specify the unit of time. A Hydrogen atom in the Sun’s core does not

emit radiation at exactly the same frequency as a Hydrogen atom on earth. Atoms are still sensitive to

external perturbations from electromagnetic fields. How then should Alice specify the ideal enviroment
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of an atomic frequency reference? Perhaps Hans Dehmelt put it best,

A Single Atomic Particle Forever Floating at Rest in Free Space — Hans Dehmelt,
1988 [13]

This leaves very little ambiguity as to how Alice defines her unit of time, but no such thing exists!

The universe is full of “stuff” that is never infinitely far away from an experimenter’s atomic frequency

reference, but Dehmelt’s ideal atom is still a useful notion for frequency metrologists. One never measures

the true atomic resonance directly but rather assigns corrections to the measured resonance frequency

and accordingly corrects the integrated time.

But this is is only half the story. As will described in more detail in Ch. 2, the quantized energy

levels which make atoms such great frequency references also contribute a fundamental noise term which

for a single atom can be given as
‹‌

‌
=

1

2ı‌fi
(1.1)

where fi is the coherent interogation period [14]. This then places one at a cross-roads. On one hand,

simultaneously probing multiple atoms increases the rate at which frequency measurements can be made,

while on the other, the presence of multiple atoms is a perturbation on top of the ideal single atom at

rest in free space. These conflicting ideas have lead to a rich history in the development of modern

atomic clocks.

Enabled by the pioneering work of by Isidor Rabi, Norman Ramsey, and collaborators [15] in atomic

beam-line microwave spectroscopy, the first atomic clock was constructed in 1955 at the National Physical

Laboratory [2], claiming an accuracy of ‹‌=‌ = 10−9. The development of laser cooling dramatically

enhanced achievable interaction times from O(10 ms) to O(1 s) [16], and correspondingly improved

achievable accuracies [17, 18].

Further improvements in the accuracy of atomic clocks was spurred by advances in laser tech-

nology [19, 20], where the denominator in Eq. 1.1 could be increased by nearly 105 in optical atomic

clocks.
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1.2 What even is time? It’s what a clock measures!

Thus far we treated time as some parameter in our equations of motion, but what does it represent?

There quite some merit in taking a pragmatic approach in saying that time is whatever an ideal clock

measures. Alice and Bob never actually directly observed time as a physical quantity, they simply

measured the state of the pendulum and inferred what the parameter t̄ had to have been.

What good then is inferring the value of a non-physical quantity? Despite time being intangible,

it is ubiquitous in physical descriptions of nature, from quantum mechanics to general relativity. Building

better and better atomic clocks then allows one to test how good of a parameter time really is. It

is a well known result from special and general relativity that time, as measured by a clock is not a

global parameter of the universe, rather it depends on an observers frame of reference. Atomic clocks

have enabled verification of these effects, begining with the Hafele and Keating experiment in 1972

which observed relativistic time-dilation by flying around the world with commercial Cs beam clocks[21].

More recently, atomic clocks have been able to detect gravitational time-dilation on 1 m - 1 mm length

scales [22, 23]. Given atomic clocks allow us to measure time to unprecedented and ever-increasing

accuracies one expects tests of the fundamental laws of physics on ever finer timescales.

1.3 Simple cubic optical lattice clock

Being motivated by improving tests of fundamental physics, or more generally by the question “to

how many significant digits can one measure a physical quantity?”, this thesis describes the development

of an optical atomic clock which traps 10 − 100 × 103 strontium-87 atoms in a cubic optical lattice

(see Fig. 1.2) in an attempt to simultaneously probe as many-atoms as possible while also atempting to

maintain Dehmelt’s notion of an ideal atomic frequency reference.

In Ch. 2 we will provide a theoretical and technical foundation for understanding the basic principles

of light-matter interactions and the operation of atomic clocks. We will describe how a neutral gas of

fermionic atoms can be cooled into quantum degeneracy such that they naturally subside on individual

lattice sites of the optical lattice, and how spatially resolved measurements of local frequency shifts can be
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Lattice

Lattice

Lattice

clock

Figure 1.2: Simple cubic optical lattice clock. Atoms are trapped on individual lattice sites of a simple
cubic optical lattice. Despite the relatively high atomic density n0 ∼ 1019 m−3, individual atoms are
tightly confined such that their wave-packets do not overlap.

made using a high-resolution imaging objective. The highly ordered arrangement and tight confinement

of atoms eliminates collisional interactions between lattice sites, an effect which has significantly affected

previous atomic clocks operating with multiple neutral atoms [24–27].

In Ch. 3 we discuss further measurements involving ultra-cold collisions when multiple atoms are

intentionally loaded into the same lattice site, allowing for the precise characterization of all interaction

parameters.

In Ch. 4 we describe how Spontaneous Raman scattering of optical lattice photons produces a

tradeoff between achievable optical coherence times and tunneling induced dephasing. We then use our

quantitative understanding of these effects to propose alternative lattice geometries which are expected

to enable coherent interrogation times approaching that of the 120 s natural lifetime of strontium-87 [28].

The unprecedentedly high density however, is shown to significantly enhance a new systematic ef-

fect, the Cooperative Lamb shift, as described in Ch. 5. We have been able to demonstrate a quantitative

understanding of this effect in geometries which enhance clock shifts, while also show that they may be

suppressed to below experimental detectability when more conventional spectroscopic methods are used.

Nonetheless, these interactions pose an interesting question, what is the ultimate limit to how dense an

atomic gas can be made before it stops acting as individual atoms infinitely far apart? While it is hard
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Figure 1.3: Relative magnitudes of systematic clock shifts in a strontium-87 optical lattice clock. The
motional shifts (Doppler and photon recoil) are negated by trapping atoms in a deep optical lattice.
The largest correction comes from the presence of photons in a room temperature black-body radiation
(BBR) environment [29] A finite magnetic bias field is required to resolve individual hyperfine transitions
in the clock state manifold such that even after averaging over transitions with opposite linear sensitivities
(‹‌ ∝ ±|B|) a risidual shift proportional to |B|2 on the order of ‹‌=‌ ≈ 10−16 remains. The optical
frequency of the trapping potential is chosen to minimize the differential shift between clock states at the
operational trap depth, extrapolating to zero trap depth requires a correction on the order of 10−18 [30]

to make a more general statement, it does appear that, given a finite electromagnetic coupling strength

between levels in an ensemble of two-level systems, there will be some limit to the maximum allowed

density, given a desired limit to the associated clock shifts. Fig. 1.3 summarizes the approximate mag-

nitudes of systematic clock shifts in a strontium-87 three-dimensional optical lattice clock, emphasizing

that understanding cooperative Lamb shifts will be essential to pushing total systematic uncertainties

below the 10−18-level.

The concluding remarks in Ch. 6 then discuss what can be done in the design of future clock

experiments to diminish the effects of cooperative Lamb shifts, and alternatively what new physics can

be studied in the context of many-body physics.



Chapter 2

Making, probing, and understanding atomic clocks

In this chapter we will lay the foundation for the experimental results in the following chapters. We

begin with a general overview of atom-light interactions, describing how light can be used to precisely

manipulate and extract information from atoms. We will then technically specify how this is done in the

lab, starting with a chunk of metallic strontium to imaging spatially resolved frequency measurements,

and refer the reader to Refs. [31–36] for additional details of the apparatus. A table summarazing the

symbolic conventions used in this thesis is available in Appendix A.

2.1 Discrete systems coupled to a continuum

As we discussed in the first chapter, an atom exhibits discrete energy levels i ∈ {1; 2 : : :} between

which transitions can be mediated by the electromagnetic environment, which, in free space, contains

a continuum of modes p ∈ [0;∞). In this section, we will emphasize how well known phenomena in

the context of atomic physics, specifically spontaneous emission and Lamb shifts, are generic features of

discrete systems coupled to a continuum of modes. While this firstly allows us to state useful formulae

which we will refer to throughout this thesis, in Ch. 5 we will discuss multiple discrete-leveled systems

interacting with a shared continuum of modes and see how spontaneous emission and Lamb shifts become

cooperative effects, that is the dynamical evolution can not be treated as that of independent systems.

In this way, we aim for some understanding of the fundamental limit to “how many ideal clocks can

operate in a given volume of space?”
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We begin by defining operators for the total system’s energy Ĥ0, and momentum K̂0 as

Ĥ0 =
X
i

!i P̂ i +
X
p

!pN̂p and K̂0 =
X
i

ki P̂ i +
X
p

kpN̂p; (2.1)

where !i , ki , and P̂i are the energy, momentum, and projection operator corresponding to the i-th atomic

state and !i , ki , and N̂p are the energy, momentum and number operator for the p-th photonic mode,

respectively. For the system to preserve both energy and momentum, the Heisenberg-von Neumann

equation then gives the time and position dependence of generic operators Ô as

d

dt
Ô = H̄(Ĥ0Ô) +

@

@t
Ô and

d

dr
Ô = H̄(K0Ô) +

@

@r
Ô; (2.2)

where H̄(Q̂) = iQ̂+H:c: is i times the commutator when Q̂ is the product of two Hermitian operators1

. These relations lead to trivial dynamics in the sense that atomic observables never depend on the

photonic state, and vice versa. In describing generic interactions between the subsystems, we may form

a power series in the creation Ĉ+
i (Â+

p ) and annihilation Ĉ−
i (Â−

p ) operators for an atom (photon) in

state i (p):

Ĥint =
X
i

X
p

gi ;pX̂ i X̂p +
X
i j

X
p

gi j;pX̂ i j X̂p +
X
i

X
qp

gi ;qpX̂ i X̂qp +
X
i j

X
qp

gi j;qpX̂ i j X̂qp + : : :

where the operators

X̂ i = H
`
“i Ĉ

+
i

´
; X̂ i j = H

“
“i j Ĉ

+
i Ĉ

−
j

”
; : : : ;

X̂p = H
`
“pÂ

+
p

´
; X̂qp = H

`
“pqÂ

+
p Â

−
q

´
; : : : ;

(2.3)

where H(Q) = Q + H:c: is the anti-commutator when Q̂ is the product of two Hermitian operators,

emphasizing the coupling is between observable properties of either subsystem. The real numbers g

characterize the coupling strengths, and the complex numbers “ are phase-factors2 satisfying |“|2 = 1.

Constraining our interaction to be perturbative ⟨Ĥint⟩ ≪ ⟨Ĥ0⟩ and preserve the number of electrons

d
dt Ĉ

+
i Ĉ

−
i = H̄

`
Ĉ+
i Ĉ

−
i Ĥint

´
= 0, we keep only the lowest order term which preserves electron number:

1 This somewhat unconventional notation ensures all operators H̄(Q̂) are Hermitian without having to write “ : : :+H:c:”
everywhere

2 The phase factors “ could alternatively be absorbed into the operators Ĉ±, Â±, though the above construction will
prove to be convenient in later analysis when separating “fast” and “slow” timescales.
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Ĥ1 ≡ P
i j

P
p gi j;pX̂ i j X̂p. We may additionally determine the time and spatial dependencies of Ĥ1

by requiring @
@t Ĥ1 = H̄(Ĥ1Ĥ0), and @

@r Ĥ1 = H̄
“
Ĥ1K̂0

”
and solving the resulting partial differential

equations for the quantities “i j and “p, term-by-term, in the sum over i , j , and p. We then ensure

spherical symmetry of the couplings by decomposing into spherical tensors, and thus obtain

Ĥ1(t) =
X
i j

X
p

gi j;p“i j;pŜi j Â
+
p +H:c:

where

“i j;p ≡
Y

—∈{i ;j;p}
ei(k—·r−!—t); Ŝi j ≡ Ĉ+

i Ĉ
−
j and gi j;p ≡ di jEpTi j;p

(2.4)

Where di j and Ep are coupling strengths independent of their spatial orientations, we will refer to these

as the electric dipole moment and electric field, respectively, although the above arguments apply more

generally. The factor Ti j;p, satisfying
P

i ;êp
Ti j;p =

P
j;êp

Ti j;p = 1, is a spherical tensor adding the

photon’s angular momentum to that of the atoms initial electronic state i to obtain the final electronic

state j .

2.1.1 Interacting with the vacuum

There are a few key properties resulting from the coupling in Eq. 2.4 worth discussing for the

vacuum state initial condition ⟨N̂p⟩ = ⟨Â+
p Â

−
p ⟩ = 0. Time evolution under Eq. 2.2 produces spontaneous

emission whereby electronic states P̂ e emit a photon when decaying to states P̂ g satisfying !e > !g , and

additionally contributes a photon-number-preserving Lamb shift which renormalizes the atomic energy

spectrum !i . In future sections, accounting for spontaneous emission will be crucial for extracting

information of atomic states while the Lamb shifts will simply be absorbed into the uncoupled Hamiltonian

in Eq. 2.1. In Ch. 5 we will consider multiple atoms interacting with the photonic vacuum where

cooperative analogues of these effects will be shown to be observable.
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2.1.1.1 Spontaneous emission

The photonic number operator for the pth mode evolves according to We may compute dynamics

of the photonic number operator with respect to Ĥ1 as

d

dt
N̂p = H̄(Ĥ1N̂p) = −

X
i j

gi j;pH̄
`
“i j;pŜi j Â

+
p

´
(2.5)

whose expectation value is initially zero given the vacuum initial condition ⟨N̂p(t0)⟩ = 0. To second

order in Ĥ1, we obtain the following drive terms

d

dt
H̄(Ĥ1N̂p) =

X
imj

gmi;pgmj;qH(“i j Ŝi j)H
`
“pÂ

+
p

´
H
`
“qÂ

+
q

´
=
X
imj

X
p

gmi;pgmj;pH(“i j Ŝi j) for ⟨N̂p⟩ = 0

(2.6)

which are non-zero for ⟨Ŝi j(t0)⟩ ̸= 0, and have explicit spatio-temporal oscillations at differences of

transition energies !i j and wave-vectors ki j . Our prior assumption in deriving Eq. 2.4 that the two

systems are weakly coupled, ⟨Ĥ1⟩ ≪ ⟨Ĥ0⟩ amounts to requiring gi j;p ≪ !i j , in which case, the time-

scale fig ∼ 2ı=gi j;p over which all meaningful changes in observables occur should be long compared to

the time-scale fi! ∼ 2ı=!i j associated with the explicit time-dependence of the drive term. We thus

define the coarse-graining operation T

T [Ĥ(t)] ≡
Z 0

fi
dt ′ Ĥ(t − t ′) (2.7)

such that we may approximate

d

dt
Ô = T

»
d

dt
H̄(ĤnÔ)

–
≈ H[T (Ĥn)ÔĤn]−H[T (Ĥn)ĤnÔ] ≡ Gn(Ô)

when

d

dt

˙
H̄(ĤnÔ)

¸
≪ d

dt
⟨Ĥn⟩

(2.8)

as our coarse-grained equation of motion.

In many instances the operation T (Ĥn) converges quickly, as compared to changes in the observable

Ô, such that the upper limit of the integral can be formally extended to all times fi → ∞. Subsequently

taking the free-space limit, !i j;p ≫ !V where !V is the lowest allowable photon energy of the sum over
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photonic degrees of freedom completes the so-called Born-Markov approximation where the following

identities can be used X
p

→
Z

Dp ≡
1

8!3
V

Z !Λ

!V

d!p !
2
p

Z
d2k̂p

X
êp⊥k̂p

;

T (“i j;p) = “i j;p
sin(!i j;pfi) + i[cos(!i j;pfi)− 1]

!i j;p
→ “i j;p

»
ı‹(!i j;p)− iP 1

!i j;p

–
:

(2.9)

Here, ‹ is the Dirac delta function, P denotes taking the Cauchy principal value in the integral over

!p, and !Λ is a high-frequency cutoff above which our perturbative expansion in Eq. 2.3 is invalid.The

normalization constant given in the continuum limit of the sum over photonic modes is chosen such that

there are (ı=3)(!Λ=!V )
3 modes with energy !p ≤ !Λ in a (real space) spherical quantization volume of

radius ıc=!V .

We finally arrive at the following expression for G1,

G1(Ô) =
X
imj

X
pq

ı‹(!im;p)gim;pgmj;q{H(X̂ im;pÔX̂mj;q)− ‹mnH[X̂ imj;pqÔ]} for ⟨N̂p⟩ = 0: (2.10)

Returning to our discussion of the intensity of the emitted radiation, we now have

d

dt
N̂p ≈ G1(N̂p)

=
X
imj

2ıgim;pgmj;p‹(!im;p)H(“i j Ŝi j)H
`
“pÂ

+
p

´
H
`
“pÂ

+
p

´
=
X
i j

2ıg2i j;p‹(!i j;p)P̂ i for ⟨Ŝi j⟩ = ‹i j ⟨P̂ i ⟩ and ⟨N̂p⟩ = 0

(2.11)

Similarly, for the atomic populations P̂ i , we have

d

dt
P̂ i ≈ G1(P̂ i )

=
X
mj

X
p

ı
ˆ
gj i ;pgim;p‹(!j i ;p)H

`
“∗j i“imŜjm

´
− gjm;pgmi;p‹(!jm;p)H

`
“∗jm“mi Ŝj i

´˜
=
X
j

‚i j [Θ(!j i )Ŝj j −Θ(!i j)Ŝi i ] for ⟨Ŝmn⟩ = ‹mn ⟨P̂m⟩ and ⟨N̂p⟩ = 0

where

‚i j ≡
2ı2

3

!3
i j

!3
V

g2i j;p
!p

(2.12)

is the spontaneous emission rate, and Θ is the Heaviside step function3 .
3 In this derivation, there is some ambiguity in which factor x in the expression (|!i j |=!p)x | !p = |!i j | to take in

decomposing gi j;p. This will be cleared up in CH. 5 by insisting Ĥ1 = −d · E and H0 ⊃ |E|2.
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2.1.1.2 Lamb shift

The coherent part of the atomic evolution may be obtained from the coarse-grained, effective

Hamiltonian

Ĥ2(t) ≡ H̄[T (Ĥ1)Ĥ1]

→
X
imj

X
pq

gim;pgmj;qŜi j

h „
1

!mi;p
+

1

!mj;q

«
“∗mi;p“mj;qÂ

−
p Â

+
q

−
„

1

!im;p
+

1

!jm;q

«
“im;p“

∗
jm;qÂ

+
p Â

−
q

+

„
1

!j i ;p
− 1

!jm;q

«
“∗mi;p“

∗
jm;qÂ

−
p Â

−
q

−
„

1

!im;p
− 1

!mj;q

«
“im;p“mj;qÂ

+
p Â

+
q

i

(2.13)

Where we then have each electronic state experiencing a time-averaged energy shift

‹̂i ≡ P̂ i Ĥ2P̂ i

= −
X
j

X
p

g2i j;p
!j i ;p

P̂ i

≈
X
j

‚i j log

„
!Λ

!i j

«
P̂ i for ⟨N̂p⟩ = 0

(2.14)

As first proposed by Hans Bethe [37], in order to explain the observed 2 2S1=2 ↔ 2 2P1=2 level splitting

in atomic Hydrogen by Lamb and Rutherford in 1947 [38], taking the electron Compton frequency as

the cutoff !Λ = mc2=~ gives ‹S − ‹P ≈ 2ı × 1:076 GHz, which is within 2% of the observed value of

2ı×1:057 GHz. This is rather remarkable in the sense that such an accurate result is achieved given the

relative conceptual simplicity as compared to the subsequent microscopic explanation by Whelton [39].

That is to say, Lamb shifts, as well as spontaneous emission, are generic features of discrete-leveled

systems coupled to a continuum of modes, and these are remarkably accurate approximations in describing

the behavior of atoms.

2.1.2 Atomic level structure of strontium-87

As we have just shown, the interaction Hamiltonian Ĥ1 can be parameterized by two quantities for

each pair of electronic states (e; g): the transition frequency !eg and the natural lifetime ‚eg . While it
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is far beyond the scope of this thesis to attempt to calculate these parameters ab initio [40], we attempt

to give some microscopic intuition for why particular values of !eg and ‚eg are what they are in neutral

strontium-87.

The motional states of electrons bound to atoms are solutions to the Schrödinger equation with

an external Hamiltonian

hi = c¸i · ki + ˛imc
2 + Vi (ri ; ki ) (2.15)

is the quasi-relativistic Hamiltonian of an electron with Vi the potential energy due to interactions with

the spin and electric charge of the nucleus and all other electrons [40]. The quantities ¸ and ˛ are

Dirac matrices characterizing the relativistic kinetic energy of the electron, and Vi is the potential energy

due to interactions with the spin and electric charge of the nucleus and all other electrons [40]. The

various terms of the above equation produce a hierarchy of energy scales such that they successively

provide convenient labels for individual energies !i . The dominant contribution to the single-particle

potential term is the Coulomb interaction energy V Cou:
i ∝ ri , yields the principal quantum number ni ,

and the azimuthal quantum number li satisfying |li |2 = li (li + 1), while preserving the electron spin si

with |si |2 = si (si + 1). These states are historically labeled nl∗ where l∗ = s; p; d; : : : for l = 0; 1; 2; : : :

Electrons are bound to atoms with ⟪ki j r⟫ ∼ ¸ ≪ 1, where ¸ ≈ 1=137 is the fine-structure

constant and ki j = |ki − kj |, which validates our perturbative expansion in Eq. 2.3. Taylor-expanding

the momentum-conservation term, r · @
@r“pTi j;p ∝ (1 − ikp · r)(êp · r̂) in the microscopic expression for

the coupling strength,

gi j;p ∝
Z

dr i (r)
∗ j(r) êp · r̂ ; (2.16)

where  i is the real-space electronic wavefunction for an atom in state i , we see that, to leading order in

kpr , the coupling strength is significant only between states with oppposite parity with respect to êp · r̃.

4 This is the parity selection rule and requires (
P

i li +
P

j lj) mod 2 = 1.

The fine-structure term V fs
i ∝ li · si couples an electron’s spin si to it’s orbital angular momentum

li = k̃i × r̃i , resulting in conservation of the quantum number Ji = Li + Si , where Li and Si are the
4 This leading-order expansion gives rise to “electric dipole” transitions. Higher-order expansions lead to “magnetic

dipole”, “electric quadrupole”, etc transitions which will largely be neglected.
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total orbital and spin angular momentum for all electrons corresponding to the state i . This interaction

splits states in the principal manifold which are then labeled nl (2S+1)LJ .

Associated with this fine-structure splitting, states labeled with different Si and Li but with the

same Ji are weakly “mixed” according to P̂ fs
i → P̂ ni + ›fsi j P̂

n
j for ›fsi j ∼ V fs

i j =2!i j and P̂ ni being the state

projector in the absence of the fine-structure coupling. The coupling coefficients g0i j can be decomposed

in to

g f si j = g0i j(−1)Ji
q

(2Jg + 1)

8><>:Lj Li 1

Ji Jj S

9>=>; (2.17)

where the term in curly brackets is a Wigner six-j symbol. The energy levels and decay rates values are

displayed in Fig. 2.1 for experimentally relevant fine-structure manifolds in neutral strontium-87 With its

two valence electrons in the 5s-shell, strontium is helium-like. Out of the 5s5s 1S0 ground state, the

strongest transition is to the 5s5p 1P1 state at an energy difference of !blue=2ı ≈ 650 THz (hence the

colloquial term “blue”) and a decay rate of ‚blue=2ı ≈ 30:2 MHz. This transition is used for initial laser

cooling and imaging.

The 5s5s 1S0 ↔ 5s5p 3P1 “red”-transition at !red=2ı ≈ 435 THz is electric-dipole forbidden in

the absence of fine-structure coupling. However, the l · s interaction mixes in ›i j ≈ 1 × 10−3 of the

5s5s 1P1 state, resulting in a finite ‚red=2ı ≈ 7:48 kHz electric-dipole coupling strength to the ground

state.

In addition to the previously described parity selection rules, the angular momentum coupling

coefficients Ti j;p are zero for Ji = Jj = 0 and |Ji − Jj | > sp where sp = 1 is the photon-spin angular

momentum.

Hyperfine-structure—The atomic nucleus of strontium-87 has a spin |I|2 = I(I +1) with I = 9=2

and a magnetic moment —I ≈ −1:835 kHz=mT. The hyperfine interaction V JIi ∝ J · I suggests an

additional quantum number F = J+ I.

The hyperfine splittings and magnetic sensitivities for four experimentally relevant fine-structure

manifolds: 1S0, 1P1, 3P0 and 3P1, are shown in Fig. 2.2.

Although this greatly complicates the level structure of strontium-87, as compared to bosonic
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Figure 2.1: Fine-structure energy-levels in neutral strontium. Levels are displayed as solid black lines for
the eleven lowest Fine-structure manifolds, with vertical positions corresponding to bound state energies
with respect to the ionization threshold. Dashed lines display transitions between levels relevant to the
presented work. The blue (red) dashed lines denote dipole allowed (forbidden) transitions, in the absence
of Fine-structure coupling. Transitions are labeled by the pair of numbers (!ab=2ı; ‚ab=2ı) where !ab
and ‚ab are the energy difference and natural decay rate, respectively.
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Figure 2.2: Fine-structure energy-levels in neutral strontium-87 for the four fine-structure manifolds:
5s5p 1P1, 5s5p 3P1, 5s5p 3P0 and 5s5s 1S0. Magnetic sub-levels mF ∈ {−F;−F+1; : : : F}, are displayed
as solid black lines. The hyperfine interaction generates an F -dependent shift ‹!F within a given fine-
structure manifold, as well as modifying the linear magnetic sensitivity ‹!mF = —FmFB.
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isotopes with I = 0, the mixing of levels with identical Fi = Fj ̸= 0, results in the weakly allowed

5s5s 1S0 ↔ 5s5p 3P0 clock transition at !clock
eg =2ı ≈ 429 THz with an excited state lifetime of

‚clockeg =2ı ≈ 1:35(x) mHz [28], not significantly larger than coherence times of state-of-the-art optical

resonators [41, 42]. It is then a main challenge to manipulate the external degrees of freedom of the

atoms such that all motional effects are insignificant with respect to this energy scale. Thus coherent

state interactions are useful tools.

2.1.3 Interacting with coherent states of light

In this section we extend the previous results by considering photonic states with specific modes,

labeled c , containing coherent radiation ⟨H(“c Â
+
c )⟩ = “pAc + c:c:, with precisely defined intensities

Ic ≡ g2c |Ac | 2, where g2c ≡ 3!3
V !c=ı, and phases ffic ≡ arg(Ac). Such states of light can be generated

in the laboratory and, as we shall see, are highly useful for manipulating internal and external degrees of

freedom of electrons bound to atoms.

For finite Ac , atomic operators Ŝi j evolve to first order in H̄(Ĥ1Ŝi j) ̸= 0 such that, in the near-

resonant limit 5 |!eg;c | ∼ |geg;c | ≪ |!i j;c | for all i j ̸= eg , we may make the rotating wave approximation

and keep only terms proportional to “eg“∗c = e−i!eg;c t to obtain the analytically-solvable closed-set of

differential equations for the electronic state

d

dt
X̂eg;c ≈ +!eg;c Ŷ eg;c − ‚eg X̂eg;c

d

dt
Ŷ eg;c ≈ −!eg;cX̂eg;c − Ωeg;c Ẑeg;c − ‚eg Ŷ eg;c

d

dt
Ẑeg;c ≈ +Ωeg;c Ŷ eg;c − ‚eg (Ẑeg;c + 1)

where

X̂eg;c ≡ H[“eg“csgn(Ac)Ŝeg ]; Ŷ eg;c ≡ H̄[“eg“csgn(Ac)Ŝeg ]; Ẑeg;c ≡ P̂ e − P̂ g

(2.18)

and Ωeg;c ≡ ‚eg
p
2seg;c is the coherent Rabi frequency, and seg;c = 2|Ac |2|gc |2=‚2eg is the saturation

parameter.
5 We will index transitions eg when it is implied that the state e has a higher internal state energy than the state g .
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2.1.3.1 Resonant Absorption Imaging

Figure 2.3: Absorption imaging schematic. Coherent light of intensity seg;c passes through a slab of
two-level atoms, from which Γeg;c

‚eg;c
ñ are scattered into all other modes according to the radiation pattern

of the transition eg .

For a two-level atom, subject to a resonant, coherent radiation field Ac , we may approximate the

time-averaged atomic state by setting the dynamical evolution under Eq. 2.18 equal to zero, giving

Pe →
1

2

seg;c
1 + seg;c

(2.19)

Such that photons are scattered out of the coherent field into all other modes, according to Eq. 2.11 at

a rate

Γeg;c ≡
Z

Dp
d

dt
Np ≈

1

2

seg;c
1 + seg;c

‚eg (2.20)

Assuming there are dñ atoms over the interval ‚eg dt =2, and assigning dseg;c = Γeg;c=‚eg dñ gives the

following differential equation for the total number of atoms ñ as a function of seg;c .

dseg;c =
seg;c

1 + seg;c
dñ

⇒ ñ =

Z souteg;c

s ineg;c

dseg;c
1 + seg;c
seg;c

= log

 
s ineg;c
souteg;c

!
+
`
souteg;c − s ineg;c

´
(2.21)

This relation, as schematically represented in Fig. 2.3 then allows for the atom number to be extracted

from absorption images, whereby an atomic cloud is imaged onto a camera and the number of missing

photons, as compared to a reference frame taken in the absence of atoms, are counted.
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2.1.3.2 Ac Stark shift

The presence of a coherent state also modifies the energy spectrum of Eq. 2.14,

‹̂i = P̂ i Ĥ2P̂ i ≈ −¸i ;cIc P̂ i

where

¸i ;c ≡
X
j

‚i j

!2
i j

“
!2
i j − !2

c

” T 2
i j;c

2ı

(2.22)

In the laboratory, atoms are subjected to coherent-states of light generated by Gaussian laser-

beams, which can be represented mathematically as a sum over plane-wave coherent states:

Ic(r) = Ic(rc)
qic;xq

i
c;y

|qc;x ||qc;y |
exp

(
−kc

"
qic;x

x2c

|qc;x |2
+ qic;y

y2c

|qc;y |2

#)

where

qc;· = zc +
i

2
kcw

2
c;·; qic;· = Im[qc;·]

(2.23)

and the spatial coordinates xc ; yc ; zc represent displacements from the focus at r = rc , and with orienta-

tions determined by zc ∥ kc and the eigen-axes of the focal-plane beam waists wc;x and wx;y . Expressing

a Gaussian beam in terms of the “complex beam parameter” q is convenient as the vector ( q1 ) can

be propagated through so-called “ray transfer” matrices
`
A B
C D

´
to compute beam propagation over a

distance d in free-space:
`
1 d
0 1

´
, and through a thin lens with focal length f :

“
1 0

−1=f 1

”
.

2.2 Degenerate Fermi Gasses

Up until now, we have effectively assumed that atoms have an infinite mass, such that the inter-

action Ĥ1 did not change an atoms internal state. We now wish to describe multi-atom systems with

finite masses.
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2.2.1 Phase-space densities

We begin by decomposing the atomic projection operators P̂ i , and uncoupled Hamiltonian Ĥ0 into

their phase-space distributions,

p̂i = Wi P̂ i

ĥ0 =
X
i

Ei P̂ i

ĥ1 =
X
i j;p

gi j;pH
`
Ξi j;pŜi j Â

+
p

´ (2.24)

where Wi is the Wigner quasi-probability distribution function [43], Ei = !i + ~2|ki |2=2m + Vi (r) is the

sum of internal, kinetic and potential energies at the point (k; r) in phase-space. We now have

⟪p̂i (k; r)⟫ ≡
Z

d3k d3r p̂i (k; r) = P̂ i

⟪ĥ0(k; r)⟫ ≡
Z

d3k d3r ĥ0(k; r) = Ĥ0 −
X
p

!pN̂p

⟪ĥ1(k; r)⟫ ≡
Z

d3k d3r ĥ1(k; r) = Ĥ1

(2.25)

In free space, W 0
i = ‹(»i − ki ), such that absorption of a photon p from state e into a state g , obtains

a momentum dependence

Ξ
00
i j;p = Wj ? “i j;p ? Wi = exp

ȷ
−i

»
!i j;p −

~
2m

“
|kp|2 + 2ki · kp

”–
t

ff
‹(k̄i + k̄p − k̄j) (2.26)

Thermodynamic equilibrium maximizes the entropy Si = −Pi log(Pi ), for fixed ⟪ĥ0p̂i⟫ = (N=2)˛−1P̂ i ,

where N is the number of degrees of freedom in the index i , and ˛−1 = kBT=~ ≈ 2ıT × 20:9 GHz=K.

These constraints on ⟨P̂ i ⟩ may be solved for an ensemble of fermions by

W T
i (k; r) =

n
exp
h
Ẽi (k; r)− —̃

i
+ 1
o−1

(2.27)

where Ẽi (k; r) ≡ ˛Ei (k; r) and —̃ are the dimensionless phase-space Hamiltonian, and chemical potential,

respectively, normalized by ˛.

For a harmonically trapped gas, we may write

Ẽi (k; r) =
1

2
Λ̃i
h
|k̄i | 2 + |̄ri | 2

i
(2.28)
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where Λi = mic
2=~ (–i = ~=mic) is the atomic Compton frequency (wavelength), and we have defined

the dimensionless harmonic-oscillator coordinates, given trapping frequencies ›i ;—: k̄i = –iki and r̄i ;— =

(›i ;—=c)ri ;—, and the temperature and trap-frequency normalized Compton frequencies: Λ̃i = ˛Λi , and

Λ̄i = Λi=›i;—, respectively.

The momentum Wi (k̄) and coordinate distributions Wi (r̄) are obtained by integrating Wi (k̄; r̄)

over all displacements r̄, and momenta k̄, respectively.

Wi (k̄) =

Z
d3r̄Wi (k̄; r̄) =

 
Λ̃i
ı

!3=2

f3=2

h
—̃− Ẽi (k̄; 0)

i
=f3[—̃]

Wi (r̄) =

Z
d3k̄Wi (k̄; r̄) =

 
Λ̃i
ı

!3=2

f3=2

h
—̃− Ẽi (0; r̄)

i
=f3[—̃]

(2.29)

where we have defined

fn(q) =
1

ın

Z
d2nx f0

`
x2 + q

´
= −Lin(− exp(q)) : (2.30)

where Lii (q) is the poly-logarithm satisfying Li0(q) = x=(1− x).

2.2.2 Ultra-cold collisions

At second order in Ĥ2, two atoms i and j , in internal states with no intrinsic dipole moment

gi j = 0, can interact via

P̂ i j Ĥ
vac
3 P̂ i j = P̂ i jT

˘
H̄[Ĥ2(t)Ĥ2(t0)]

¯
P̂ i jX

m;n

X
p

g2im;pg
2
jn;p

!im!jn

(!2
im − !2

p)(!
2
jm − !2

p)
P̂ i j

→ −
C
(6)
i j

r6i j

(2.31)

where

C
(6)
i j =

3

2

X
mn

‚im‚jn

!3
im!

3
jn(!im + !jn)

X
êp

(Tim;pTnj;p)
2

(2.32)

is the dipole-dipole van der Waals coefficient. The Hamiltonian of two colliding atoms, in the center-of-

mass frame can be written as [44]

ĥ0 + ĥ3 = Λi j

0@|k̄i j |2 −
C̄
(6)
i j

r̄6i j

1Ap̂i j (2.33)
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Where we have normalized C(6)
i j = C̄

(6)
i j Λi j–

6
i j , with Λi j = (ΛiΛj)=(Λi +Λj) and –i j = c=Λi j . Low energy

collisions are characterized by ⟪k̄i j · r̄i j⟫≪ 1, such that the finite range of the interaction ĥ3 ∼ r̄−6
i j can

be replaced by a contact interaction ĥeff3 = 4ıāi j‹(r̄i j) where the scattering-length ai j is obtained by

matching the far-field r̄i j → ∞ solutions to the respective radial Schrödinger equations. For the van der

Waals interaction, "
@2

@r̄2i j
+
C̄i j

r̄6i j

#
uC(r̄i j) ≈ 0;

giving

uC(”i j) ∝ Γ

„
3

4

« 
”2i j
2

! 1
4

24I− 1
4

“
”−2
i j

”
− I 1

4

“
”−2
i j

”I− 1
4

“
”−2
i j;0

”
I 1
4

“
”−2
i j;0

”
35

(2.34)

where ”2i j = r̄2i j=(C̄
(6)
i j =4)

1=2, and we have used the initial condition uC(r̄i j;0) = 0. For pure van der Waals

interactions one should take the limit r̄i j;0 → 0. However, the true molecular potential at short distances

deviates from ĥ3 such that finite r̄i j;0 serves as a proxy for short-range interactions [45]. In the far-field,

yet still low-energy, limit, 1 ≪ ”i j ≪ ri jki j

uC(”i j) → ”i j − 2−
1
2

I− 1
4

“
”−2
i j;0

”
I 1
4

“
”−2
i j;0

” Γ
`
3
4

´
Γ
`
5
4

´ for ”i j → ∞ (2.35)

For the effective interaction ĥeff3 , replacing the point potential with a spherical shell ‹(r̄i j) → limr̄i j;0→0 ‹(r̄i j−

r̄i j;0)=4ır2i j;0, "
@2

@r̄2i j
+
āi j

r̄2i j;0
‹(r̄i j − r̄i j;0)

#
u‹(r̄i j) = 0;

u‹(”i j) ∼ ”i j −

0@ 4

C̄
(6)
i j

1A 1
4

āi j for r̄i j;0 → 0

(2.36)

Matching the two solutions in the limit ”i j → ∞,we may identify

āi j = 2−
1
2

0@ C̄(6)
i j

4

1A 1
4 I 1

4

“
”−2
i j;0

”
I− 1

4

“
”−2
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” Γ`34´
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`
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4

´
= 2−

1
2

0@ C̄(6)
i j

4

1A 1
4

Γ
`
3
4

´
Γ
`
5
4

´ for ”i j;0 → 0:

(2.37)
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Figure 2.4: Comparison of s-wave interaction eigenstates. Calculated inter-atomic densities Wi j(ri j) as
a function of the radial separation ri j are shown for the van der Waals (solid lines) and effective (dashed
lines) interaction Hamiltonians. In increasing order of lightness, densities are plotted for ”i j;0 = 10−1,
100, and 101.

In the limit ”i j;0 → 0, āi j;0 is the van der Waals length. For finite ”i j;0 the scattering length oscillates

over all real values āi j ∈ [−∞;∞] as approximately āi j;0[1 + tan
“
”−2
i j

”
]. Example atomic densities are

plotted in Fig. 2.4 for both interaction potentials ĥ3 and ĥeff3 .

For neutral strontium in the g = 5s5s 1S0 ground state, C(6)
gg =¸2Λea

6
0 = 3107(30), and avdWgg =a0 ≈

76 [46], and specifically for strontium-87, agg = 96:2(1)a0 where a0 ≈ 5:29 × 10−11 m is the Bohr

radius [47].

For collisions between internal states connected by dipole allowed transitions, one has a finite

contribution from ĥ2 ∼ r̄−3
i j which are long-range enough such that modeling by an effective contact

interaction is not possible, furthermore, emission of a photon at short inter-atomic distances can couple

two initially free atoms into a deeply-bound molecular state with a large kinetic energy. Such “light-

assisted” collisions preclude coherent spectroscopy of dense gasses unless collisions can be prevented by

other means.
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2.3 Experimental procedure

Here we outline the experimental procedure used from producing lattice-trapped Fermi-degenerate

gasses of strontium-87. The main apparatus is schematically represented in Fig. 2.5. The vacuum

chamber is divided into three main regions: (1) the cold beam source, (2) the science chamber, and (3)

the pumping section. Surrounding the vacuum chamber are three levels of optics used for interacting

with atoms in regions (1) and (2).

2.3.1 Hot atomic vapor

Naturally occurring strontium is most commonly found in the minerals SrSO4 and SrCO3. Chem-

ically pure, dendritic, strontium can be purchased from various chemical supply companies. However, in

the solid state, it is still not useful for precision spectroscopy. In order to produce atomic strontium in

the gaseous phase, we heat a few grams of dendritic strontium to Toven ≈ 750 K, using a commercial

atomic-beam source, as shown in Fig. 2.5.

For a dilute gas in the classical limit (—̃ → −∞), the phase-space density of a untrapped gas is

Gaussian

W T
i (k; r) → exp

"
− Λ̃i

2
|k̄i |2

#
for —̃→ −∞ : (2.38)

The velocity vi = c k̄i accordingly has an “root-mean-square” (RMS) value

c∆k̄i ≡ c
h
⟪|k̄i |2W T

i (r̄; k̄)⟫
i1=2

=

„
3kbT

2m

«1=2

⇒ 1:1× 10−6c ≈ 330 m=s for T = 750 K and m = 86:9 amu

(2.39)

corresponding to a resonant Doppler broadening, through Eq. 2.26 of ∆
`
!eg=!

0
eg

´
= ∆k̄g and a recoil

shift of !eg=!0
eg = −!0

eg=2Λeg . Such motional effects are significant as compared to the natural decay-

rate of the strontium-87 clock transition ‚eg=!0
eg ≈ 1 × 10−18. Various techniques must then be used

to remove these motional effects. Laser, and evaporative cooling are used to produce atomic gasses with

temperatures in the few nK range. Subsequent trapping in an optical lattice increases the effective mass

of the atoms such that Doppler and recoil shifts can be suppressed below the 10−18 level.
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Figure 2.5: Vacuum chamber schematic. Various vacuum chamber regions laser paths which are referred
to throughout the text are labeled accordingly. The vacuum pressure in the pumping section, as measured
by an ion gauge, is below the 1 × 10−11 Torr-level. Enabling background-gas-collision limited lifetimes
longer than two-minutes. The bounding region of the schematic is 5 ft× 4 ft.
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Figure 2.6: Laser layout: 650 THz. A “master” laser is locked to a hot vapor of strontium-88 produced
by a hollow cathode lamp using saturated absorption spectroscopy []. Secondary lasers are then frequency
locked to the master laser using RF interferometers to provide a DC-signal zero crossing at a desired
beat-note offset. Trapping light is provided by five injection locked diodes, each providing approximately
120 mW of optical power. The light is provided to the main apparatus via optical fibers.

Preliminary cooling is preformed on the 5s5s 1S0 ↔ 5s5p 1P1 “blue” transition at !blue ≈ 650 THz

with ‚blue ≈ 30 MHz. The coherent radiation at !blue is produced by a series of diode lasers, shown in

Fig. 2.6. The “master”-laser is a commercial external-cavity diode-laser (ECDL) which is frequency locked

to a Doppler-free spectrometer signal derived from a hollow-cathode lamp. The various “slave”-lasers

include two additional commercial ECDLs which are independently frequency locked to the master laser

by feeding a photodiode beat signal into an RF interferometer. Additionally, the cooling light is provided

by five injection-locked Fabrt-Perót laser diodes.
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2.3.2 Zeeman Slower

The hot atomic beam is columnated along the k̄oven-axis out of the commercial oven using a

microtubule array, resulting in a RMS angular spread of momenta ∆„oven ≡ ∆(k̄g − k̄oven) ≈ 10 mrad:,

and a corresponding transverse temperature of T⊥
0 = ∆„ovenT0 ≈ 7:5 K. The initial Zeeman-slower

cooling stage then focuses on compressing the momentum distribution along k̄oven.

A 5 mm Gaussian beam propagates anti-aligned to the atomic beam, k̂Z = −k̂oven with a detuning

(!Z − !blue)=2ı ≈ −500 MHz. Each absorbed photon imparts a momentum k̄g → k̄g + k̄zeeman while

each spontaneously emitted photon, k̄e → k̄e − k̄p for k̄p randomly oriented with respect to k̄oven,

such that all together the RMS momentum transfer is |k̄g | → |k̄g | − |k̄Z| + |k̄p|=
√
2. A permanent-

magnet produces an axial magnetic field gradient BZ = B′
Z(r̄g − r̄0) · k̄Z, such that the local detunings

!blue + —blue|BZ| maximize the number scattered photons over the 5 cm interaction region.

2.3.3 Two-Dimensional Magneto-Optical Trap

The second cooling stage compresses the momentum distribution in the transverse direction

while simultaneously steering the laser-cooled atoms into the main vacuum chamber. Two subse-

quent interaction regions provide transverse magnetic field gradients B = B′(r̄2D − r̄g ) ⊥ k̂oven off-

set from the center of the atomic beam. The cooling light is detuned by approximate one line-width

(!2D−!blue)=2ı ≈ −30 MHz such that atoms are preferentially cooled towards (r̄2D− r̄g ) ⊥ k̂oven = 0.

This beam steering is advantageous in that it prevents hot strontium atoms colliding with atoms trapped

in the main science chamber.

2.3.4 “Blue” MOT

Inside the science chamber, atoms are collected in a three dimensional MOT provided by a

quadrupole magnetic field gradient B(r) ≈ B′(x+ y − 2z) with B′ ≈ 0:5 mT=mm, and three pairs

of retro-reflected laser beams, with w ≈ 6:6 mm beam waists and P ≈ 30 mW of optical power, cor-

responding to a peak saturation parameter of s ≈ 1. Approximately 100 × 106 atoms are trapped into
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a region of space with an RMS width of ∆r ≈ 1 mm and a Doppler temperature of 1:5 mK, corre-

sponding to an RMS velocity of 0:3 m=s and a ‹!k
clock=!clock =

p
‚blue=2Λg ≈ 1 × 10−9. At the end

of the blue MOT stage, the intensities of each beam are linearly ramped down in order to maximize the

transfer-efficiency into the “red”-MOT.

2.3.4.1 “Red” MOT

Figure 2.7: Laser layout: 435 THz. phase-stabilized reference light ultimately referenced to the
cryogenic-silicon reference-cavity [], as described in Refs. []. Three ECDLs are phase locked to the
reference light with arbitrary waveform generators providing the demodulation signals. Approximately
5 mW are provided by each laser to the vacuum chamber via optical fiber.

Due to the reduced (7:48 kHz) line-width of the 5s5s 1S0 ↔ 5s5p 3P1 “red” transition at !red ≈

435 THz, The Doppler temperature is significantly reduced TDop:
red ≈ 180 nK approximately equal to

the recoil limit T red
rec: ≈ 280 nK. As depicted in Fig. 2.7, narrow-line cooling light is provided by two

home-built ECDLs phase locked to a third “master”-laser, which is itself referenced to the clock laser via

a frequency comb.

Approximately 10− 40× 106 atoms can be obtained with temperatures in the range of 1− 4 —K,

and RMS widths of ∆rred ≈ 100 —m. At this point, optical depths can easily exceed 200, prior to



29

considering motional broadening. The corresponding trapping produces a significant trade off between

atom number and temperature, and the peak phase-space density is limited to approximately 10−3. The

phase-space density of the atomic gas can be further improved by cooling into a “crossed-dipole” trap

2.3.5 Far-off-resonant optical trapping

Fi Label k !ki=2ı ‚ki=2ı ¸0
dc ¸

(0)
lat: ¸

(1)
lat: ¸

(2)
lat:

(THz) (kHz) (a.u.) (a.u.) (a.u.) (a.u.)

0 5s5p 3P1 434.82 7.458 0.230 0.817 0 0
0 5s5p 1P1 650.49 30240 185.8 274.0 0 0
0 5s6p 3P1 1015.3 4.83 0.005 0.006 0 0
0 5s6p 1P1 1022.2 336.5 0.339 0.390 0 0
0 other 1P1 1876.0 121000 10.75 11.20 0 0
0 Total — — 197.1 286.0 0 0

9=2 Total — — 197.1 286.0 4:5× 10−5 1:57× 10−5

Table 2.1: Line strengths for 5s5s 1S0 polarizability calculation.

Fi Label k !ki=2ı ‚ki=2ı ¸0
dc ¸

(0)
lat: ¸

(1)
lat: ¸

(2)
lat:

(THz) (kHz) (a.u.) (a.u.) (a.u.) (a.u.)

0 5s4s 3D1 115.18 43.62 272.6 -29.5 0 0
0 5s6s 1S1 441.32 1320 38.28 126.5 0 0
0 5s5d 1D1 620.24 5713 42.46 65.64 0 0
0 5p5p 3P1 632.05 6835 47.11 71.38 0 0
0 5s7s 3S1 692.73 353.1 1.687 2.352 0 0
0 5s6d 3D1 760.51 2365 7.776 10.16 0 0
0 other 1D1 1047.0 37780 34.58 39.47 0 0
0 Total — — 444.5 286.0 0 0

9=2 Total — — 444.5 286.0 0:191 3:65× 10−4

Table 2.2: Line strengths for 5s5p 3P0 polarizability calculation.

For an off-resonant coherent state, atoms then experience a position-dependent potential according

to Eq. 2.22. Neglecting other forces, the potential minimum is located at the focus when the sum over
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Figure 2.8: Ac polarizabilities for the 5s5s 1S0 ↔ 5s5p 3P1 narrow-line cooling transition. The dashed
(solid) line shows the scalar polarizability of the ground 5s5s 1S0 (excited 5s5p 3P1) state. Shaded regions
in the top (bottom) panel show the range of scalar plus vector (tensor) polarizabilities, varying mF and
êp, within each of the three hyperfine manifolds of 5s5p 3P1: F = 7=2; 9=2; 11=2. Within the 5s5p 3P1
manifold, vector (tensor) stark shifts are minimized (maximized) for F = 9=2. The vertical line marks
the optical frequency used for bulk-gas trapping: !ODT ≈ 282 THz.
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Fi Label k !ki=2ı ‚ki=2ı ¸

(0)
ODT ¸

(1)
ODT ¸

(2)
ODT

(THz) (kHz) (a.u.) (a.u.) (a.u.)

1 5s4s 3D1 109.58 28.17 -12.77 -24.62 -6.383
1 5s4s 3D2 111.37 52.53 -39.15 74.29 3.915
1 5s6s 1S1 435.72 3811 66.63 32.31 33.31
1 5s5d 1D1 614.64 4170 13.56 4.663 6.781
1 5s5d 1D2 615.09 7522 40.64 -13.96 -4.064
1 5p5p 3P0 620.25 19380 20.16 13.74 -20.16
1 5p5p 3P1 626.45 4991 14.90 5.025 7.448
1 5p5p 3P2 634.68 5191 24.34 -8.106 -2.434
1 5s7s 3S1 687.13 1034 2.044 0.629 1.022
1 5s6d 3D1 754.91 1735 2.275 0.637 1.138
1 5s6d 3D2 755.06 3124 6.825 -1.910 -0.682
1 other 1D1 1041.4 27833 9.378 1.903 4.689
1 other 1D2 1041.4 50190 28.13 -5.709 -2.813
1 Total —– —– 177.0 78.90 21.77

7=2 Total —– —– 177.0 -61.36 10.16
9=2 Total —– —– 177.0 14.34 -31.66
11=2 Total —– —– 177.0 78.90 21.78

Table 2.3: Line strengths for 5s5p 3P1 polarizability calculation.

intermediate levels in Eq. 2.22 is negative. Taylor expanding around rc ,

‹i (r) ≈
X
c

‹i ;c(r̃c)
X
u

n
1− 2w−2

c;u [(r − rc) · êc;u]2
o

where w−2
c;z = k−2

c

`
w−4
c;x + w−4

c;y

´ (2.40)

Fig. 2.8 plots the atomic polarizabilities for as a function of photon energy over the visible and near-

infrared spectrum for the narrow-line cooling transitions. Tab. 2.3 and Tab. 2.1 list the line-strengths

used in calculating the polarizabilities in Fig. 2.8.

The bulk-gas optical trap is formed by two Gaussian beams with !c = !odt ≈ 282 THz. The first

“surfboard” beam propagates orthogonally to gravity with focal-plane beam waists wsurf;x ≈ 340 —m,

wsurf;y ≈ 17 —m, and wsurf;z ≈ 1:7 mm. The relatively small waist along gravity is chosen to have a deep

enough potential to hold atoms against gravity while minimizing the distribution of Ac Stark shifts. The

relatively large waist orthogonal to gravity maximizes the mode-volume enabling laser cooling of many
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atoms before rescattering of cooling light becomes problematic. The second “dimple” beam propagates

roughly along gravity with wdimp;x ≈ wdimp;y ≈ 30 —m.

The combination of the two potentials then defines two distinct regions where atoms are trapped.

Within the “crossed-trap” region, atoms are tightly confined in all three spatial directions, and the

correspondingly hight atomic density limits the efficiency of laser cooling. outside of the crossed-trap,

a relatively dilute gas is trapped in the “reservoir” where laser cooling is still effective, particularly along

gravity. Accordingly, we rely on laser cooling to remove entropy of the reservoir and subsequent collisional

thermalization to further populate the dimple.

In order to aid the transfer efficiency into the crossed trap, we additionally apply a “transparency”

beam which is spatially overlapped with the dimple beam and roughly 20 GHz blue-detuned from the

5s5p 3P1 ↔ 5s6s 3S1 transition [34]. This light significantly lowers the cooling transition frequency for

atoms located in the crossed trap such that they do not interact with the cooling light and remain in the

ground state, preventing light assisted collisions.

Figure 2.9: Laser layout: 282 THz. The bulk gas optical trapping light is produced by a commercial
NPRO laser seeding a 50 W fiber amplifier. Between 2 - 5 W are delivered to the vacuum chamber via
photonic crystal optical fibers.

At the end of the laser cooling stage, which lasts about 1-2 seconds per experimental shot,
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we obtain a cloud of approximately 106 atoms at a temperature of approximately 2 —K and a peak

phase-space density approaching 1.

The phase-space distribution is characterized via “time-of-flight” absorption imaging. By instan-

taneously turning off the optical traps, the momentum distribution is mapped onto position ri (Ttof) =

ri (0) + ki (0)Ttof=m. For multiple fermionic particles, and ignoring collisional energies, the in-site phase-

space distribution of atomic densities is

p̂i =

ȷ
exp

»H(hodt)

kBT

–
+ 1

ff−1

P̂ i

with

hodt(k̄i ; r̄i ) =
|ki |2
2m

− ¸i ;surfIsurf(r)− ¸i ;dimpIdimp(r)

≈ |ki |2
2m

+
1

2
m(!odt;x · r)2

(2.41)

in time-of-flight, we may substitute ri → ri (t0)+ki (t0)t, such that in the limit k̄t̄ ≫
p⟪r̄2⟫ the imaged

density distribution approaches

Wi (r̄
⊥
i ) →

 
Λ̃i
ı

!2

f2

»
—̃− 1

2
Λ̃(k̄⊥i t̄)

2

–
=f3[—̃] (2.42)

using the Fermi functions fn defined previously in Eq. 2.30. Then using prior knowledge of t, this can be

used as a fit function to obtain the temperature ˛−1 and the quantity Z = f3(—̃) from which one often

computes the reduced temperature

T=TF = (6Z)−1=3 (2.43)

for quantum degenerate Fermi gases satisfying Z ≫ 1.

2.3.6 Evaporative cooling

Further cooling beyond the above results is achieved by evaporative cooling. The finite trap depth

U = ‹odt(rodt) provides an effective energy cutoff in phase-space distribution given in Eq. 2.27. In the

presence of gravity, atoms with energies greater than U are irreversibly lost. An instantaneous decrease in

the total trap depth U → U−dU reduces the atom number by an amount dN ≈ g(U) dU, where g is the

density of states. This process reduces the mean energy › =
R U

dE Eg(E) < U of the remaining atoms
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by an amount N d› = dN (U − ›). Subsequent thermalization, provided by s-wave collisions, then gives

N d˛−1 = dN
`
U − ˛−1

´
> 0. The maximal cooling rate d˛−1

dt ≤ U
ficol:

is then determined by the rate of

s-wave collisions fi−1
col: = 4ıa2ggc k̄N=⟪r3i j⟫ [34], where N is the number of atoms between which s-wave

collisions are allowed. In the case of strontium-87, which has ten magnetic sub-levels in the 5s5s 1S0

hyperfine manifold, N = 9
10N.

−10 −5 0 5 10

Horizontal velocity x (mm/s)

−10

−5

0

5

10

V
er
ti
ca
lv

el
oc
ity

y
(m

m
/s
)

−10 −5 0 5 10

Horizontal velocity x (mm/s)

−10

−5

0

5

10

V
er
ti
ca
lv

el
oc
ity

y
(m

m
/s
)

−10 −5 0 5 10

Horizontal velocity x (mm/s)

−10

−5

0

5

10

V
er
ti
ca
lv

el
oc
ity

y
(m

m
/s
)

0 2 4 6 8 10

Radial velocity r̃ (mm / s)

0:0

0:5

1:0

1:5

2:0

2:5

C
ol
um

n
de
ns
ity

Ñ
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Figure 2.10: Degenerate Fermi gas with ten spin components in time-of-flight. After a 10 ms time-of
flight, absorption images were taken of a degenerate Fermi gas of 2× 105 atoms, revealing a degeneracy
parameter of T=TF ≈ 0:1. The top left (right) panel shows the observed (fitted) column density of
atoms as a function of transverse velocity. The bottom left panel shows the residuals of the observed
momentum distribution with respect to a Gaussian fitting function. The bottom right panel shows radial
averages of the data (black) and fit (red).

At the end of evaporation, thermodynamic parameters are extracted via time-of-flight absorption

images, such as those shown in Fig. 2.10 corresponding to a 10-nuclear-spin-component degenerate Fermi

gas of 2× 105 atoms with T=TF ≈ 0:1
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2.3.7 Spin-state manipulation
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Figure 2.11: Degenerate Fermi gas with a single spin components in time-of-flight. After a 10 ms
time-of flight, absorption images were taken of a degenerate Fermi gas of 2 × 104 atoms, revealing a
degeneracy parameter of T=TF ≈ 0:2. The top left (right) panel shows the observed (fitted) column
density of atoms as a function of transverse velocity. The bottom left panel shows the residuals of the
observed momentum distribution with respect to a Gaussian fitting function. The bottom right panel
shows radial averages of the data (black) and fit (red).

While the presence of all ten magnetic sub-levels is advantageous for rapid evaporative cooling,

often we wish to spectroscopically interrogate a single magnetic sub-level. The high atomic density

precludes the use of optical pumping to remove unwanted populations as light assisted collisions can

introduce heat into the remaining Fermi seas. To overcome this obstacle, we apply off-resonant light,

detuned by ∼ 266 MHz above the F = 11=2 hyperfine manifold of 5s5p 3P1, such that the polarizability

is negative for all sub-levels other than mF = ±9=2. Introducing a weak elliptical polarization then

breaks the degeneracy between mF = ±9=2, such that with further fine-tuning of the laser frequency,
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we can kick all atoms apart from those in mF = −9=2 from the trap after a 100 —s pulse of light, while

only slightly heating the remaining atoms. Fig. 2.11 shows the resulting momentum distribution of the

single-spin Fermi gas taken in time-of-flight via absorption imaging.

2.3.8 Optical lattices
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Figure 2.12: Clock state polarizabilities, calculated according to Eq. 2.22, and given in atomic units
1 a:u: = ı(c=a0)

3. All presented experimental results were obtained using lattice light at the !c ≈
368:555 THz “magic” condition.

At the end of the evaporative cooling stage, the thermal motional broadening k̄ ≈ 5×10−12 is still

far too significant for coherent clock spectroscopy. By tightly confining the atoms in an optical lattice,

formed by interfering two counter-propagating lasers, we are able to increase the effective mass by an

amount sufficient to reduce motional dephasing below the 10−18-level. The optical frequency !c of the

trapping light is chosen to satisfy the “magic” condition that the differential polarizabilites between the

two clock states is zero ¸e;c − ¸g;c = 0. Fig. 2.12 shows the calculated polarizabilites of the two clock

states from dc through the visible spectrum.
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Given two off-resonant coherent states propagating in opposite directions, we have the following

Hamiltonian

ĥ0 + ĥ2 =
~|ki |2
2m

+ Vc cos
2(kc · ri )

≡ Ec
ˆ
k̄2i + V̄c cos

2(r̄i )
˜ (2.44)

where we have taken k−1
c as the intrinsic length scale of the problem and subsequently normalized

k̄i = ki=kc r̄i = kc ri and defined Ec = ~k2c =2m. Fourier transforming the lattice potential with respect

to r̄i ,

hlat:(k̄i ; r̄i ) = Ec

Z
dk̄ ′i

ȷ
k2i ‹(k̄

′
i − k̄i ) +

1

4
Vce

−ik̄i r̄i
ˆ
2‹(k̄ ′i − k̄i ) + ‹(2 + k̄ ′i − k̄i ) + ‹(2 + k̄ ′i − k̄i )

˜ff
(2.45)

The eigenstates of the above Hamiltonian may then be expressed as a tri-diagonal matrix and

numerically diagonalized, yielding the momentum-space coefficients C(q̄i ; k̄i ), Energies En(q̄i ), and spa-

tial wave functions ffini (q̄i ) =
P

m∈Z Cni (q̄i ; q̄i + 2m)ffik̄i (q̄i + 2m) where the quantum number q̄i is the

quasi-momentum. Numerical values of these quantities are plotted in Fig. 2.13 for three trap depths

Vc ∈ {−1;−8;−64}

In transferring the bulk gas at the end of evaporation into a cubic lattice, care must be taken

to balance relevant energy scales in order to maximize the number of atoms loaded into the ground

band n = 0. As shown in Fig. 2.14, the lowest two bands in a simple cubic lattice have energy overlap

for lattice depths
˛̨
V̄c
˛̨
> 2:2. Our strategy for loading the lattice is then to adjust the ODT trapping

frequencies such that EF < Ec , where the ground band is at most half full and no other bands are

occupied. After slowly ramping the lattice potential up to V̄c ≈ 2:5, we are then able to compress the

gas by increasing the ODT trapping frequencies, without worry of adiabatically populating higher bands.

Once the desired density is achieved, we are then able to continue ramping the lattice depths to their

desired values, typically V̄c > 70 for clock spectroscopy. The lattice light is provided by the two optical

setups described in Fig. 2.15.

Since we desire to hold the atoms in a deep lattice potential for many seconds, careful considerations

must be made to noise processes in the trapping light to minimize heating. Appendix B describes our

theoretical basis for calculating heating rates based on measured intensity and pointing noise of the lattice
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Figure 2.13: Diagonalization of one-dimensional cosine lattice potential in Eq. 2.45. (Top panel)
The obtained energies are shown for three different trap depths Vc ∈ {−1;−8;−64}. Different colors
correspond to subtraction of different band indices n. (Bottom panel) The momentum-space coefficients
are shown for the first three bands n ∈ {0; 1; 2}. The coefficients yield the eigenstates in momentum
space via the sum ffin(q̄) =

P
m∈Z Cn(q̄; q̄ + 2m)ffik̄(q̄ + 2m).

beams. We after optimization of lattice-intensity feedback, we are able to trap ground-state atoms with

lifetimes exceeding 100 s.

With the goal of characterizing the filling fraction na of the band insulator, we first define the

dimensionless potential ua = a · u · a with

u =
1

2a2

“
ff−2
x̂ x̂x̂+ ff−2

ŷ ŷŷ + ff−2
ẑ ẑẑ

”
(2.46)

The dimensionless fit parameters ffn̂ characterize the strength of the confining potential along the n̂-th

axis.
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Figure 2.14: Energy spectrum for one-dimensional and simple cubic lattices at weak lattice depths. For
a one-dimensional lattice, an energy gap opens up between the lowest two bands for infinitesimal Vc . In
three dimensions, the first excited band corresponds to a motional excitation along only a single direction
and an energy gap only emerges for V̄c > 2:2

Figure 2.15: Lattice laser layout. The lattice light is provided by two commercial lasers reverenced
to the clock light via a frequency comb. The volume Bragg gratings remove residual light outside of
a 10 GHz passband. The retro monitors are used to back-couple the retro-reflected light in order to
maximize the mode overlap at the position of the atoms.
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Ñ
A

Figure 2.16: Band insulator density distribution. An in-situ density distribution of the band insulator
is captured via resonant absorption imaging. The top two panels show the observed and fitted column
densities Ñ. The bottom left panel shows the residuals of the fitted distribution. The bottom right panel
shows the radial average of both distributions. Given the agreement between the observed data and the
fit, we then use the fit to reconstruct the three-dimensional density n.

For a grand canonical ensemble under the local-density-approximation we define the dimensionless

local chemical potential —a = —0−ua where the peak chemical potential —0 is an additional fit parameter.

The corresponding partition function for identical fermions restricted to the ground band of the lattice

is given by Za = 1 + e—a . The local density na is then

na = Z−1
a e—a =

e—a

1 + e—a
: (2.47)

Summing along the imaging axis m̂ gives the column density fitting function

Nam̂ =
X
a′∥am̂

na′ : (2.48)

Fitting absorption images, such as those presented in Fig. 2.16 to Nam̂ with four free parameters

(—0; ffx̂; ffŷ; ffẑ) exhibits large covariance between —0 and wn̂ for —0 ≪ 1. This ambiguity can be fixed by

imaging along an orthogonal axis. Images taken along m̂ = ẑ reveal ffx̂ ≈ ffŷ such that the aspect ratio
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˛ =
√
ffx̂ffŷ=ffẑ ≈ 1:79 can be constrained by fitting absorption images taken along m̂ = cos(ı=6)x̂ +

sin(ı=6)ŷ. Under this constraint, the fit to Naẑ , yields —0 ≈ 1:44 , ffx̂ ≈ 8:8, and ffŷ ≈ 7:2.

With our model for na determined, various thermodynamic quantities can be numerically extracted.

The peak density is

n0 =
e—0

1 + e—0
≈ 0:81 : (2.49)

The total atom number is

N =
X
a

na ≈ 9× 103 ; (2.50)

in agreement with time-of-flight absorption measurements. The RMS width along the n̂-th axis is given

by

w2
n̂ =

X
a

(a · n̂)2 na → (wx̂; wŷ; wẑ) = (3:9 —m; 3:8 —m; 2:1 —m) : (2.51)

The entropy per particle at the a-th lattice site is

sa = kB [na log na + (1− na) log(1− na)] =na: (2.52)

for the central lattice site, s0 ≈ 0:6kB. Summing over all sites, the mean entropy per particle is

S =
X
a

nasa=N ≈ 1:9kB : (2.53)

The (dimensionless) average potential energy is

› =
X
a

naua ≈ 1:4 : (2.54)

The (dimensionless) Fermi energy ›F is implicitly defined via

N =
X
ua≤›F

1 → ›F ≈ 2:0 ; (2.55)

yielding a degeneracy parameter

›=›F ≈ 0:7 : (2.56)
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Figure 2.17: Clock laser layout. The clock light used to probe the atoms is derived from an injection
locked diode seeded with light from a ULE-cavity stabilized ECDL and further stabilized to the cryogenic
reference cavity via an optical frequency comb. Phase noise from the optical fiber is canceled by comparing
light returned from the apparatus to a phase reference inside the “distribution center”.

2.3.9 Clock spectroscopy

With our lattice-trapped band-insulator at hand, we are now prepared to perform coherent clock

spectroscopy, sing laser light at !clk ≈ 429 THz phase stabilized to a cryogenic silicon reference cavity [41,

42]. The probe laser exhibits white frequency noise on timescales of a few seconds, where the RMS

difference in phases over a time interval ∆t is approximately
p
⟨∆ffi2(∆t)⟩=∆t ≈ 90 mrad: s−1 [41]. In

order to measure the relative detuning !eg;c between the probe laser and the clock transition, we apply

various spectroscopic sequences prior to measuring the final atomic populations.

2.3.9.1 Rabi spectroscopy

A particularly simple method, colloquially referred to as Rabi spectroscopy, for extracting infor-

mation regarding atomic transition frequencies involves applying a near resonant light for a time interval
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Tc then subsequently measuring the atomic populations. Denoting the final state ȷ̂(Tc) = Ucȷ̂(0), solving

Eq. 2.18 in the ‚eg → 0 limit with the initial conditions ⟨Ẑeg ⟩0 = Z0 and ⟨Ŝeg ⟩ = ⟨Ŝ†
eg ⟩ = 0 results in

the final spin-projection

⟨R†
cẐeg ⟩ = Z0

!̄2
eg;c +Ω2

eg;c cos
“
Tc
q
!̄2
eg;c +Ω2

eg;c

”
!̄2
eg;c +Ω2

eg;c

(2.57)

This result is more conveniently expressed as the following fit-function, given in terms of the ordinary

frequencies, ‌c = !c=2ı and ‌eg = !eg=2ı, and the resonant oscillation period Teg;c = 2ı=Ωeg;c

for the purposes of determining the microscopic parameters {‌eg ; Teg;c} from experimentally observed

population differences Zobs(‌c; Tc) with known inputs {‌c; Tc}:

Zfit(‌c; Tc; ‌eg ; Teg;c; Z0; Z∞) = Z0

(
1− 2

»
sin (T D)

D

–2)
+ Z∞

T (Tc; Teg;c) = ıTc=Teg;c

D(‌c; ‌eg ; Teg;c) =
q

1 + (‌c − ‌eg )2T 2
eg;c

(2.58)

where we have introduced Z∞ as a phenomenological parameter characterizing a non-zero signal inde-

pendent of {‌c ; Tc}.

Fig. 2.18 shows a resonant “Rabi flop” varying the pulse area over the interval „ ∈ [0; 2ı]. Comput-

ing the noise between shots with similar pulse areas reveals the quantum projection noise, corresponding

to the binomial distribution of atoms being projected into either clock state.

Assuming an estimate ‌̄esteg;c of ‌̄eg;c can be made to within ‌̄esteg;cTc ≪ 1 for fixed Tc, differentiating

Eq. 2.58 with respect to ‌̄eg;c = ‌c − ‌eg and Teg;c, suggests maximal information regarding ‌̄eg;c is

obtained for T−1
c T opt

eg;c ≈ 1:88 and Tc|‌̄opteg;c| ≈ 0:375, whereby observed population differences ∆Zobs =

[Zobs|sgn(‌̄eg;c)=+1 − Zobs|sgn(‌̄eg;c)=−1]=2 can be converted into frequency measurements according to

‌eg − ‌esteg = 2ıfi−1
c CRab:∆Zobs=Z0 with CRab: ≈ 1:64. Fig. 2.19 shows a “Rabi line-scan” obtained by

varying the probe detuning with a fixed pulse area „ = ı, and pulse-length T ≈ 4 s.

2.3.9.2 Ramsey Spectroscopy

An alternative spectroscopic method, colloquially referred to as Ramsey spectroscopy, involves

stroboscopic application of resonant light in between periods of free-evolution. Evolving Eq. 2.18, starting
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Figure 2.18: Rabi “flop” and quantum projection noise calibration. The differential state projection
⟨Ẑeg ⟩ = ⟨P̂ e − P̂ g ⟩ is shown as a function of pulse area „ for fixed, resonant detuning !eg;c ≈ 0.
Computing the relative noise between individual experimental shots and the fitted response (red line)
reveals a Zeg dependent variance according to Var(Zeg ) ∼ (1−Z2

eg )=N. Allowing for a state-independent
technical noise term, fitting the amplitude of the noise term allows for a determination of the total number
of atoms N ≈ 4× 103.

Figure 2.19: Rabi linescan obtained with a 4 s interrogation time.

at a time fic, for a pulse-duration Tc = „eg;cTeg;c=2ı in the limit !̄eg;vΩ−1
eg;v ≪ 1 yields

⟨U†
c Ŝ

+
eg ⟩ = cos2(„eg;c=2)⟨Ŝ+

eg ⟩+ sin2(„eg;c=2)(“
∗
egc)

2⟨Ŝ−
eg ⟩ −

i

2
“∗eg;c sin(„eg;c)

“
⟨Ŝ+
eg Ŝ

−
eg ⟩ − ⟨Ŝ−

eg Ŝ
+
eg ⟩
”

⟨U†
c Ŝ

+
eg Ŝ

−
eg ⟩ = cos2(„eg;c=2)⟨Ŝ+

eg Ŝ
−
eg ⟩+ sin2(„eg;c=2)⟨Ŝ−

eg Ŝ
+
eg ⟩ −

i

2
sin(„eg;c)

“
“eg;c⟨Ŝ+

eg ⟩ − “∗eg;c⟨Ŝ−
eg ⟩
”

⟨U†
c Ŝ

−
eg Ŝ

+
eg ⟩ = cos2(„eg;c=2)⟨Ŝ−

eg Ŝ
+
eg ⟩+ sin2(„eg;c=2)⟨Ŝ+

eg Ŝ
−
eg ⟩+

i

2
sin(„eg;c)

“
“eg;c⟨Ŝ+

eg ⟩ − “∗eg;c⟨Ŝ−
eg ⟩
”

(2.59)
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Stringing together two pulses, for an initial state with ⟨Ŝ+
eg Ŝ

−
eg ⟩ = (1 + Z0)=2, ⟨Ŝ−

eg Ŝ
+
eg ⟩ =

(1− Z0)=2, and ⟨Ŝ−
eg ⟩ = ⟨Ŝ+

eg ⟩ = 0, the final population difference is given as

⟨U†
eg;c1U†

eg;c2Ẑeg ⟩ = Z0

»
cos(„eg;c1) cos(„eg;c2)−

1

2
sin(„eg;c1) sin(„eg;c2)

`
“eg;c1“

∗
eg;c2 − “∗eg;c1“eg;c2

´–
= Z0 [cos(„eg;c1) cos(„eg;c2)− sin(„eg;c1) sin(„eg;c2) cos[ffieg;c1(fic1)− ffieg;c2(fic2)]]

(2.60)

Figure 2.20: Ramsey linescans obtained with various dark times.

Similarly to our analysis of Rabi spectroscopy, maximal information regarding ‌̄eg;c is obtained for

„eg;c1 = „eg;c2 = ı=2 and arg(“eg;c1“
∗
eg;c2) = ±ı=2, at which point ‌eg−‌esteg = 2ıfi−1

c1;c2CRam:∆Zobs=Z0

with CRam: = 1

2.3.10 Imaging spectroscopy

Comparing global atomic responses to the probe laser frequency is sensitive to noise processes in

both the atomic signal as well as the probe laser’s phase fluctuations. Spatially resolving the spectroscopic

signals, turns out to be a very powerful tool for measuring differential clock shifts between differential

regions of the cloud, as phase fluctuations of the probe laser provide only a global offset to an imaged

signal [33]. Example images of spatially resolved clock signals are shown in Fig. 2.21 for a single, short

„ = ı=2 Rabi pulse.

The power of this technique is emphasized in Fig. 2.22 for a somewhat artificial perturbation given

by a magnetic field gradient along the x-axis. After the spectroscopic sequence, the local magnetic field
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Figure 2.21: Imaging clock signals. At the end of a spectroscopic sequence, column-densities of the
atomic populations Ñg and Ñe are imaged are imaged onto a sCMOS camera with a ∼ 1 —m resolution.
The sum and difference signals S̃ = Ñg + Ñe and D̃ = Ñe − Ñg are then computed, and reveal spatial
dependencies of probe-laser detunings !eg;c . The noise in the difference signal can be largely attributed
to quantum projection noise which is then low-pass filtered by the diffraction limited imaging system
with a 1=e2 radius optical resolution of 1:1 —m.

Figure 2.22: Imaging Ramsey and Rabi linescans. Applying a magnetic field gradient transverse to the
imaging axis alows for single shot linescans, with coherent interaction times of 6 s and 8 s for Ramsey
and Rabi sequences, respectively. in the case of Ramsey spectroscopy, independent of fluctuations of
the instantaneous laser phase, one can always determine the relative frequency (or specifically in this
case, the local magnetic field) between two regions by simply counting the number of fringes between
the regions.

Bz = x d
dxBz is mapped onto the atomic populations, according to Eq. 2.60, D(x) ∝ cos(‹—Bz(x)T + ffi)

where ffi is a global phase offset subject to shot-to-shot fluctuations due to the finite laser phase noise.

In this sense the atomic cloud, having a finite spatial extent is then a magnetic gradiometer.
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Figure 2.23: Imaging differential ac Stark shifts. Away from the magic condition, the vertical lattice
laser, produces a spatial clock signal dependent on the local lattice intensity Ic(r) ∝ r2. Fitting the
observed signal to the function Pe(r) = 1

2

ˆ
1 + C cos

`
ffi+ ‹¸(!c)r

2
´˜

for various !c allows for rapid
determination of the magic detuning.

As a more practical example, imaging spectroscopy is frequently used to determine optimal lattice

laser optical frequencies by imaging the differential ac Stark shifts. Since the intensity of the vertical

lattice beams varies across the atomic sample I ∝ x2+y2, any deviations of the differential polarizability

‹¸ from the magic condition ‹¸ = 0 results in an atomic response D(x) ∝ cos
`
‹¸I(x2 + y2)T + ffi

´
.

In this manner we are able to rapidly determine optimal optical frequencies of each lattice beam.

Fig. 2.24 characterizes the achievable signal-to-noise ratios of differential frequency measurements

between two regions of the optical lattice. For coherent interrogation times T short as compared to the

decoherence rate Γ, the measurement instability improves rapidly as T−1. The instability then reaches a

maximum at ΓT = 1=2 before slowly worsening at longer interrogation times.
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Figure 2.24: Imaging differential clock signals. Clock laser noise provides a common-mode signal
between individual measurements, such that the spatial dependence of differential frequency shifts is
immune to laser noise. (a) Regions 1 and 2 over which mean excitation probabilities are computed. (b)
Parametric plots of P (1)

e versus P (2)
e for various dark times fi ∈ [100 ms; 20 s]. Fitting the eccentricity of

the observed ellipses determines the relative frequency shifts. As will be detailed in Ch. 4, contrast decay
is due to Raman scattering of optical lattice photons. (c) Relative instabilities of the spatial frequency
shift determinations versus fi . (c, inset) Relative instability versus averaging time, ultimately reaching a
sub-10−18 uncertainty after 30 minutes of averaging.



Chapter 3

Spectroscopy of atomic collisions

While the spectra presented in the previous chapter were obtained using nuclear-spin polarized

gasses where the fraction of doubly occupied sites was exponentially suppressed by the lattice band gap

energy !bg, ‹rgg ′ ⟨P̂ g P̂ g ′⟩ ∝ e−—=!bg , the introduction of additional spin components provided an op-

portunity to investigate ultra-cold collisions in tightly confined harmonic traps, as reported in Ref. [48].

The key advantage over previous work studying ultra-cold collisions in one-dimensional optical lattice

clocks [24, 49], is twofold: (1) in a cubic lattice, atoms are tightly confined in all three spatial dimen-

sions, and pair-wise s-wave interaction energies are on the order of 1 kHz, as opposed to sub 1 Hz in

one-dimensional lattices. (2) within a single cubic lattice site, the unperturbed density distributions are

characterized only by the band gaps of each of the three lattice beams, and no thermal averaging over

motional degrees of freedom is required. These properties then enabled an order-of magnitude improve-

ment in two s-wave scattering lengths a+eg and a−eg , and additionally the first reported measurements of

molecular three-body loss rates in the collision channels egg+ and egg−.

3.1 Theoretical background

In the deep, isotropic lattice limit Vlat=Elat ≫ 1, we may treat individual lattice sites as approxi-

mately uncoupled harmonic oscillators

ĥ0 =
X
i

1

2

„
~
m
|ki |2 +

m

~
!2
ho|ri |2

«
P̂ i

=
X
i

1

2
!ho

“
|k̄i |2 + |̄ri |2

”
P̂ i

(3.1)
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where we have rescaled r0r̄ = r and k̄ = r0k by harmonic oscillator length rho = (!ho=–c)
1
2 . In three

spatial dimensions, the eigenstates with no angular momentum (l = ⟪r̄i × k̄i⟫ = 0) may be given as,

 ho
ni
(r̄i ) =

 
1

2ı

Γ(ni + 1)

Γ
`
ni +

3
2

´! 1
2

exp

„
−1

2
|̄ri |2

«
L
( 1
2
)

ni

“
|̄ri |2

”
⇒ Ĥ0 = ⟪ĥ0⟫ =

X
i

!ho

„
2ni +

3

2

«
P̂ ho
i

≡
X
i

Eho
i P̂

ho
i

(3.2)

In describing pairs of interacting atoms we substitute i → i j into the above equations with

|̄ri j | = |̄ri − r̄j | being the distance between the two atoms and mi j = mimj=(mi +mj) being the reduced

mass. Following Ref. [50] we may compute the interaction energies Ui j = (Esi j − Eho
i j ) corresponding to

the addition of a regularized effective potential [51]

ĥeff = 4ı!ho

“
āi j − Ēsi j r̄

eff
i j

”
‹(ri j)

@

@r̄i j
r̄i j P̂ i j (3.3)

in place of Eq. 2.33 by exactly solving the Schrödinger equation for ĥs = ĥho + ĥeff in the basis of

non-interacting eigenstates  si j =
P

n ci j;n 
ho
n with coefficients c∗i j;n ∝  ho

n (0)=(Ui j + 2ni j − 2n). Taking

the expectation value of computing the expectation value of ĥs for ⟨P̂ si j⟩ = 1 gives

−1

2

»
(Ūi j + 2ni j)r̄eff − 1

āi j

–
=

Γ
ˆ
−1

2

`
Ūi j + 2ni j

´˜
Γ
ˆ
−1

2

`
Ūi j + 2ni j + 1

´˜
⇒ Ūi j ≈

„
4

ı

« 1
2
„
ni j +

1
2

ni j

«
āi j for āi j ≪ 1

(3.4)

where Ūi j = Ui j=!ho.

We may now give the following effective Hamiltonian

Ĥs =
X
i j

Ui j P̂ i j (3.5)

where Ui j may be determined numerically from Eq. 3.4, or for āi j ≪ 1 we may alternatively Taylor expand

the effective scattering length āeffi for which the above leading-order term gives the exact interaction
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energy using the provided expansion coefficients

āeffi j = āi j +

 
ı

1
2

2

! ∞X
n=2

n−1X
m=1

"„
2

ı
1
2

«n
bn + cnm

„
2

ı
1
2

«n−m„3

2
r̄ effi j

«m#
ānij

with

b1 = 1; b2 = 1− log 2; b3 = 1− ı2

24
− 3

2
(log 2)(2− log 2)

c2;1 = 1; c3;1 = 2

„
4

3
− log 2

«
; c3;2 = 1

(3.6)

Figure 3.1: Doublon s-wave collisional shifts. A Rabi linescan was performed on a lattice trapped
gas with a significant number of doubly occupied sites. Two main features are present in addition to
the singlon signal at zero detuning, correspond to either symmetric or anti-symmetric excitation of the
electronic state.

Fig. 3.1 shows a Rabi linescan over a lattice trapped gas initially populating all ten magnetic sub-

levels of 5s5s 1S0 and a significant number of doubly occupied sites. Remarkably, only two spectroscopic

features are present, in addition to the carrier corresponding to singly occupied sites, despite the entire

two-atom Hilbert space containing 4F (2F + 1) = 380 states. This can be understood by the fact that

the short-range potential, characterized by ”0i j in Eq. 2.31 is determined by the electronic degrees of

freedom and for J = 0 in each clock state, the nuclear spin is decoupled from the electronic orbitals.
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There are then only four possible electronic orbital configurations:

⟨Ĥs⟩ = Ugg for ⟨P̂ gg ⟩ ≡
*X
gg ′

Ĉ+
g Ĉ

+
g ′Ĉ

−
g Ĉ

−
g ′

+
= 1

⟨Ĥs⟩ = Uee for ⟨P̂ ee⟩ ≡
*X
ee′

Ĉ+
e Ĉ

+
e ′Ĉ

−
e Ĉ

−
e ′

+
= 1

⟨Ĥs⟩ = Ueg+ for
˙
P̂ eg+

¸
≡
*X

eg

X
e ′g ′

(‹mee′‹
m
gg ′ + ‹mge ′‹

m
eg ′)Ĉ

+
e ′Ĉ

+
g ′Ĉ

−
e Ĉ

−
g

+
= 1

⟨Ĥs⟩ = Ueg− for
˙
P̂ eg−

¸
≡
*X

eg

X
e ′g ′

(‹mee′‹
m
gg ′ − ‹mge ′‹

m
eg ′)Ĉ

+
e ′Ĉ

+
g ′Ĉ

−
e Ĉ

−
g

+
= 1

(3.7)

We may then identify the density shifts as corresponding to the differences of interaction energies

(Ueg+−Ugg )=2ı ≈ −1:3 kHz and (Ueg−−Ugg )=2ı ≈ 3:1 kHz. Assuming prior knowledge of the ground

state scattering length from Ref. [47], combining independent measurements of the lattice band-gaps

and doublon density-shifts can be used to determine the inter-orbital free-space s-wave scattering lengths

a+eg and a−eg , by inserting the observed density shifts into Eq. 3.4. Numerical values of the scattering

lengths are given in Tab. 3.1 and the trap-depth dependence of the density shifts is shown in Fig. 3.2.

Channel i j ai j=a0 avdWi j =a0 bi j=a0

gg 96.2(0.1) 71.2 127.8
eg+ 161.3(0.5)[2.5] 75.2 110.3
eg− 69.1(0.2)[0.9] 75.2 262.2

Table 3.1: Clock-state s-wave scattering lengths (ai j), van der Waals lengths (avdWi j ), and effective
ranges (bi j). Statistical uncertainties are given in parenthesis and systematic uncertainties in brackets.
The s-wave scattering lengths aeg± are determined from the observed clock shifts, assuming the quoted
value for agg as determined by two-photon photo-association in Ref. [47]. The van der Waals lengths
are computed from the C6 coefficients reported in Ref. [49]. The effective ranges bi j are determined
completely by ai j and avdWi j using Eq. 24 in Ref. [52].

3.2 Effective Multi-body interactions

If one carefully inspects Fig. 3.1, there is actually a third interaction peak ∼ 200 Hz below the

carrier. This turns out to correspond to a signal from triply occupied sites, how then may we make sense

of the observed shift and can we predict the location of additional peaks?
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Figure 3.2: s-wave interaction energies for two atoms in a three-dimensional harmonic oscillator. (Left
panel) The solid lines show the results of solving Eq. 3.4 for the gg (blue), eg+ (orange), and eg−

collision channels using the parameter values given in Tab. 3.1. The dotted black line shows the free-
space limit Ūi j → 2āi j=ı

1
2 . The dashed black line shows the solution to Eq. 3.4 in the low-energy limit

bgg → 0. (Right panel) The corrections compare the exact values to the two approximations in the left
panel, with colors corresponding to the same collision channels. The vertical bar represents the range of
experimentally relevant harmonic oscillator lengths corresponding to lattice depths Vc=Ec ∈ [10; 100].
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Figure 3.3: Multibody interaction spectrum. (top) Zero-bias-field Rabi linescans of all interaction peaks
corresponding to n ≤ 5 in a V̄c = 54 cubic lattice. For each n the total atom number was varied in
order to obtain a peak filling fraction n0 = n. (bottom) images of the column integrated densities of the
n = {1; : : : ; 5} shells for n0 = 5 were obtained by driving a desired multibody transition, removing all
ground state atoms with resonant 5s5s 1S0 ↔ 5s5p 1P1 light before moving excited state atoms back
to the ground state and subsequently imaging.
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Upon first noticing this peak in the lab, we noted that, applying Ĥs to a three atom state P̂ i j lwith

at most one atom in the excited clock state gives three additional eigenvalues

⟨Ĥs⟩ = 3Ugg ≡ Uggg for ⟨P̂ ggg ⟩ = 1

⟨Ĥs⟩ = Ugg + 2Ueg+ ≡ Uegg+ for
˙
P̂ egg+

¸
= 1

⟨Ĥs⟩ = Ugg +
1

2

`
Ueg+ + Ueg−

´
+ Ueg− ≡ Uegg− for

˙
P̂ egg−

¸
= 1

(3.8)

and while the additional peak roughly agreed with the prediction Uegg− ≈ 400 Hz, no additional peaks

were found in the immediate vicinity of Uegg+ ≈ 6:2 kHz.

Following a talk with then visiting JILA fellow Misha Lukin, it became apparent that simply

summing pairwise interactions could lead to errors significantly larger than what we had expected.

Applying the formalism given in Ref. [53] which computes effective scattering lengths for multiple

harmonically trapped identical bosons, we were able to determine a narrow enough region for which the

egg− peak could be found wihin an hour of spectroscopy. Thanks to theory collaborators Michael Perlin

and Ana Maria Rey, we were then able accurately model the observed shifts using an effective theory for

fermionic atoms. The procedure is as follows.

Anticipating that the addition of an atom to a site occupied by n− 1 atoms modifies all previous

interactions, we start with expressing Ĥs as a power-series in n-body interactions.

Ĥs =
X
n

Ĥns =
X
n

X
(i1:::in);(j1:::jn)

Un(i1:::in);(j1:::jn)Ŝ
n
(i1:::in);(j1:::jn)

(3.9)

Rather than restricting the available motional states P̂ n(i1:::in) to s-wave harmonic modes in the center

of mass frame, we allow all modes to be populated by individual atoms. However, given the density

of states g(Eho
i ) ∼ ni increases faster than the spatial overlaps K(j1:::jn)

(i1:::in)
=
R
d3r̄ ∗

j1
: : :  ∗

jn
 i1 : : :  in ∼

|nj − ni |−
1
2 , simply assuming Gn ∝ anij leads to divergent interaction shifts.These divergences are “renor-

malized” by introducing a non-observable counter-term, parameterized by a scattering length acti j chosen

such that when added to ai j in the coupling constant Gn ∝ (ai j + acti j )
n all divergences in the previous

order Gn−1 are removed. As the exact details of the normalization procedure are quite involved, I simply

present the following experimental results from Ref. [48] and refer the reader to Ref. [54] for a precise

description.
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The effective multibody interactions can clearly be seen when plotting in Fig. 3.5 the observed

density shift vs. n for each branch “±”.

Figure 3.4: Multibody shifts vs. Vc for n ∈ {1; : : : ; 5}. Data points are shown as solid dots, theory
based on effective multi-body interactions as solid lines and two-body theory as dashed lines.

Fig. 3.3 displays all observed, singly excited resonances for a ten nuclear spin component Fermi

gas of strontium-87 with at most 5 atoms per site in a Vlat=Ec ≈ 70 three-dimensional optical lattice.

The spectra were obtained for each n bu successively increasing the number of atoms loaded into the

optical lattice such that the central region contained at most n atoms. Using the computed effective

interaction energies a fine scan around the peak could then be performed. For each n > 1, two peaks

are present: (eg1 : : : gn)
+ and (eg1 : : : gn)

−. Their locations are given with respect to (eg1 : : : gn−1)
±

by U(eg1:::gn)+ ≈ U(eg1:::gn−1)+ + U(eg1:::gn−1)dir and U(eg1:::gn)+ ≈ U(eg1:::gn−1)+ + U(eg1:::gn−1)ex: with the

relations being exact after renormalization. Fig. 3.4 show the observed spectrum’s dependence on the

lattice depth.

The effective multibody interactions can clearly be seen when plotting in Fig. 3.5 the observed

density shift vs. n for each branch “±”.
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Figure 3.5: Multibody shifts vs. n. Experimental data are shown as red points, two-body theory as
blue triangles, and multi-body theory as black squares. Deviations between the data and the two-body
theory grow with n while the multibody theory at least qualitatively agrees.
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3.3 Molecular three-body interactions

In addition to the observed clock shifts, the presence of multiple atoms on individual lattice sites

is associated with atomic loss. At any finite density, atoms spend time within the van der Waals length

of each other. They can become trapped within this molecular potential if by some mechanism the

molecular binding energy can be absorbed/released. For atoms in excited electronic states, the molecular

binding energy can be released as an outgoing photon. For more that two colliding atoms, two atoms

may form a molecular state while the others absorb the binding energy as kinetic energy.

Figure 3.6: Schematic for multibody lifetime measurements. By holding the atoms in the lattice for
a variable amount of time before (after) driving a multibody transition, the lifetimes fig::: (fieg:::) are
able to determined by counting the total number of atoms in the excited state. Such measurements of
recombination rates are advantageous over bulk-gas measurements since the signal is not averages over
a range of densities.

Measurements of the lifetimes of the n-body states then serve as probes of such physics. The

measurement scheme is depicted in Fig. 3.6. By holding a manybody state in a lattice for a variable

amount of time and then imaging only excited state populations, we are able to extract molecular loss

rates fi−1
in

defined as

fi−1
in

= ˛in

Z
d3r | in |2n (3.10)

where ˛in is a fixed coefficient for each collision channel. Fig. 3.7 displays the acquired data for various n

and Vlat and theoretical predictions from José D’Incao obtained from modeling of the molecular potentials.

The measured loss rates are given in Tab. 3.2.



59

Figure 3.7: Determination of Molecular loss rates for multibody states. (Top panel) Three body
recombination rates for the collisional channels ggg , egg+, and egg− in lattice sites occupied by three
atoms are shown to scale, according to Eq. 3.10, as V −3=2. Solid (open) circles represent experimental
(numerical) data and solid (dashed) lines show power-law fits. (Bottom panel) molecular loss rates as
a function of atom number in a single lattice site. Experimental are shown to roughly scale with the
combinitorial expressions given in Eq. 3.11.
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Channel x ˛x

gg —
eg+ 2:1(0:2)× 1016 cm3=s

eg− 2:2(0:2)× 1016 cm3=s

ggg 2:0(0:2)× 1030 cm6=s

egg+ 25(1)× 1030 cm6=s

egg− 15(1)× 1030 cm6=s

Table 3.2: Molecular loss rates determined from the data in Fig. 3.7

For n more than three atoms per site, the expected loss rates are given by combinitorics as

fi−1
g::: = fi−1

ggg

„
n

3

«
fieg:::+ = fi−1

egg+

„
n − 1

2

«
+ fi−1

ggg

„
n − 1

3

«
fieg:::− = fi−1

egg−
2n

3n − 3

„
n − 1

2

«
+ fi−1

egg+
n − 3

3n − 3

„
n − 1

2

«
+ fi−1

ggg

„
n − 1

3

« (3.11)

While for clock operation, one wishes to avoid trapping multiple atoms on individual lattice sites,

the above characterizations of s-wave collisional parametes has proven to be useful in modeling observed

density shifts in one-dimensional “Wannier-Stark” optical lattice clocks [55], as well as various proposals

involving many-body physics, and more specifically spin-squeezing, in shallow optical lattices [56–59].



Chapter 4

Engineering quantum states of matter

In Figs. 2.20 and 2.24, we presented Ramsey fringes for various dark times fi ∈ [0:1 s; 20s], with

the observed contrast decaying with increasing dark time. As shown by the data in Fig. 4.1, this effect

turns out to be directly related to the lattice depth. As described in Sec. 4.1 and additionally in Ref. [60],

many the observed features can be accurately modeled by Raman scattering of the optical lattice photons.

The intensity dependence of the scattering rate fi−1
R ∝ Vlat motivates operation of the clock in shallow

lattices. Extrapolating the high lattice depth data in Fig. 4.1 to lower trap depths suggests a total depth

of V̄c = 3 × 4 is required to enable coherent interrogation times on the order of the clock transitions

120 s natural lifetime.

There is further motivation to reduce optical trap depths when considering higher-order corrections

to the differential ac Stark shifts between the two clock states. Magnetic dipole M1 and Electric

quadrupole E2 contributions to the clock state polarizabilites, though relatively minor in absolute scale,

obey different scaling laws with respect to the lattice intensity and complicate operation of optical lattice

clocks below the 1×10−18 level [30, 61]. Other, more technical imperfections such as optical birefringence

in viewports can also limit atom-atom coherence through spatially dependent vector ac Stark shifts [31].

Operation in a Vtot = 12ER trap should dramatically reduce these effects.

However, in shallow lattices, motional couplings between lattice sites open up additional dephasing

mechanisms.

However, in shallow lattices, motional couplings between lattice sites open up additional dephasing

mechanisms. Motivated by these conflicting challenges, we discuss a few opportunities to engineer
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Figure 4.1: Raman scattering of optical lattice photons. Data points in the top (bottom) panel are
obtained for each vertical lattice trap depth Vz by measuring the excited state populations (Ramsey fringe
contrast) for various dark times T and subsequently fitting an exponential decay. Red regions show a no-
free-parameter theory model based on Raman scattering of optical lattice photons. The Vz → 0 behavior
of the theory curve is dominated by contributions from the two other lattice beams Vx ; Vy ≈ 70Er .
While the observed populations agree well with the model for all trap depths, the coherences seem to
be systematically biased to be 50% lower than what is expected from Raman scattering at large lattice
depths Vz=Er > 20 and follow a qualitatively different trend below Vc=Er < 10.
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quantum states of matter which can be simultaneously immune to both dephasing mechanisms.

4.1 Off-resonant two-photon scattering

We begin by more precisely defining the Rayleigh/Raman scattering problem. At fourth-order in

the electric dipole interaction Ĥ1 from Ch. 2 (or equivalently second order in Ĥ2), for a far-off-resonant

coherent state Ac , single-atom atomic operators evolve in time according to

d

dt
Ŝi j ≈ H̄[Ĥ2T (Ĥ2)Ŝi j ]

= −
X
mn

h
Γ̄jmmnŜin + Γ̄nmmi Ŝnj − 2Γ̃mijn Ŝmn

i
where

Γ̃mijn ≡
X
—‌

X
p

‹(!cp + !nj)‹
!
im+jn

„
gm—;pg—i ;c
!—i ;c

− gm—;cg—i ;p
!m—;c

«„
gj‌;cg‌n;p
!‌j ;c

− gj—;pg‌n;c
!n‌;c

«

Γ̄jmmi ≡
X
—‌

X
p

4‹(!pc + !mj)
gj‌;pg‌m;cgm—;cg—i ;p`
!2
c − !2

—m

´
(!2
c − !2

‌m)

ˆ`
!2
c + !—m!‌m

´
‹!ij −

`
!2
c − !—m!‌m

´
‹!im+jm

˜
(4.1)

The contributions from the Γ̄ (Γ̃) terms can be considered Rayleigh (Raman) scattering process as they

do (not) conserve the populations P̂ i . It turns out that the dephasing of the clock states d
dt Ŝeg due

to Rayleight scattering are exactly zero for the magic wavelength lattice where the ac polarizabilities

are matched. This is due to Rayleigh scattering being proportional to the exact combination of dipole

matrix elements and weighting factors as the ac polarizability [62]. Photons are scattered off an atom in

either clock state at the exact same rate and with the same spatial distribution, such that this process

leaves atoms indistinguishable. Raman scattering however, affects both the clock state populations and

coherences.

By energy conservation and parity selection rules, Raman scattering can transfer excited state

populations only within the 5s5p 3PJ manifold: 5s5p 3P0 ↔ 5s5p 3P1;2. Fig. 4.2 shows calculated

Raman scattering rates out of the excited clock state as a function of optical wavelength for a 1Ec

lattice, using the parameters in Tab. 2.1-2.3.

For convenience, we here list approximate formulae for estimating depopulation and decoherence
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Figure 4.2: Raman scattering rates out of 5s5p 3P0 vs. lattice wavelength. Calculated scatering rates
out of 3P0 as a function of trap wavelength for a fixed trap depth V̄c = 1 with Ec = 2ı2~=m–2.
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rates in a !c ≈ 368 THz retro-reflected lattice in terms of the normalized trap depth V̄c = Vc=Ec :

d

dt
P̂ e = Γ1ee V̄c

„
1− 1

2
V̄
−1=2
c

«
+ Γ0ee

d

dt
Ŝeg = Γ1eg V̄c

„
1− 1

2
V̄
−1=2
c

«
+ Γ0eg

with

Γ1ee = 5:7(3)× 10−4 s−1; Γ0ee = 9(1)× 10−3 s−1

Γ1eg = 4:0(2)× 10−4 s−1; Γ0eg = 1:2(1)× 10−2 s−1

(4.2)

In the above expressions, the non-linear scaling of the scattering rates with lattice depth accounts for

the spatial overlap of the atomic density with the laser intensity in the harmonic limit (Vi=Er ≫ 1).

While the 1S0 populations are nominally unaffected by spontaneous Raman scattering (there are

no other levels within !c of the ground state), the ground state can be populated from scattering events

in the 3PJ manifold which place atoms in 3P1, which relatively rapidly decays into the ground state.

Fig. 4.3 shows a rate-equation simulation of atomic populations starting in the excited clock state, using

the scattering rates specified in Eq. 4.2.

Looking back at Fig. 4.1, the modeled population decay agrees quite well with the simulation,

however the decoherence rates are systematically biased. We speculate there could be a few reasons for

this. Firstly, our calculation treates the atoms has effectively having only two electrons, and effectively

absorbing the polarizability of the core electrons into the polarizability of the continuum of states at

the ionization threshold. This seems to accurately reproduce all reported measurements of differential

polarizabilities in strontium, but potentially ignores additional scattering channels. Another effect that

was unmodeled was the potentiality of trapping light induced heating producing atoms in higher bands

which could then tunnel around and cause collisionally-induced dephasing. A third mechanism could

involve radiative interactions between atoms, as will be discussed in the following chapter.

None-the-less, it is clear from the data that trapping depths should be minimized.
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Figure 4.3: Population dynamics due to Raman scattering. Starting with an atom in 3P0 and a
Vtot: = 200Ec lattice, all populations in the manifold of states {5s5s 1S0; 5s5p

3PJ} are evolved according
to Eq. 4.1, with fixed Ŝi j = 0 for i ̸= j . Depopulation of 3P0 is nearly twice as fast as the population of
1S0. This is roughly consistent with the experimental observation that the clock-state decoherence rates
and 3PJ-manifold lifetimes are roughly equal.
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4.2 Motional dephasing in shallow lattices

The problem with reducing lattice depths too far is that the lattice is there in the first place to

reduce motional dephasing. In a shallow enough lattice, the effective mass of atoms becomes small

enough that Doppler shifts can be observed [63, 64]. In a deep optical lattice, the ground band energy

spectrum, as a function of quasi-momentum, can be approximated in one-dimension as

Eq̄ = −2t cos(q̄) (4.3)

where t is the tunneling rate, to be obtained numerically from diagonalizing Eq. 2.45. The coherent

coupling between clock states obtains a state dependence

“eg ;p =
X
m

Cng (q̄g + k̄p; q̄g + k̄p + 2m)Cne (q̄e ; q̄e + 2m) exp(−i!eg ;pt) (4.4)

Which is non-zero only for q̄g + k̄p = q̄e , shifting the resonance condition away from the infinite mass

limit: !p − !0
eg = 2t

ˆ
cos
`
q̄e + k̄p

´
− cos(q̄g )

˜
. When a degenerate Fermi gas fills all available quasi-

momentum states q̄g ∈ [−ı; ı), averaging over all signals gives a Doppler broadening of up to 4t, when

k̄p = ı. We accordingly define ‚t = 4t
˛̨
sin
`
k̄
´˛̨

as the motional dephasing rate. For the 368 THz

retro-reflected lattice, one has k̄clock = 7ı=6 such that one is near maximal sensitivity to Doppler shifts

for a given tunneling rate t, this incentivizes operation in a deep lattice, in contradiction to what we

concluded from the Intensity dependence of Raman scattering.

4.3 Accordion lattice

Given we now have conflicting desires in optimizing atomic coherence times in the optical lattice,

some new experimental techniques are required. The Raman scattering rates are intrinsically tied to the

optical intensity of the light, while the Doppler broadening also depends on lattice depth, the periodic

momentum dependence opens up an avenue to negating motional dephasing even in a lattice with large

tunneling rates What one needs is a periodic potential with a spacing giving k̂clock = 2ı. As depicted in

Fig. 4.4, one could envision accomplishing this by interfering the lattice lasers at some angle other than
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Clock laser

Lattice

Figure 4.4: Schematic of accordion optical lattice. Two Gaussian beams with wavelength – interfering
at an angle „ form a standing wave with period a(„) = –=2 sin(„=2) ≥ –=2. Orienting the lattice
polarization into the plane maximizes the interference term.

180◦, the largest angle at which this condition is satisfied is approximately 34◦. Alternatively, optical

tweezers are a promising method to create such arrays for smaller numbers of atoms [65–67].

As shown in Fig. 4.5, This scheme can also be conceptualized in real space where an atom tunneling

along the propagation direction of the clock laser always sees the same laser phase. Additionally shown

are the Hubbard parameters t∗ (kinetic energy) and U (interaction energy) as well as the motional

dephasing rate ‚t as a function of lattice spacing in a Vc = 3× 4Ec cubic lattice, as a function of lattice

spacing. At the phase matching condition, motional dephasing is seen to sharply dip below the natural

decay rate of the excited clock state. Achieving using interfering laser beams requires angular deviations

to be controlled to within the 10−5 and 10−2 levels for the first and second resonances, respectively.

We now consider whether there are any other major problems associated with operating in such a

shallow optical lattice, other than the motional dephasing.

4.3.1 Line pulling

One concern could be that even though coupling between motional states within the ground band

can be arranged to not produce motional broadening in the Bragg lattice, how strong will couplings be

to other motional bands?

Scalings of the motional energy spectrum versus lattice spacing are given in Fig. 4.6. By visual

inspection, the band gaps remain at the few kHz level for relevant lattice spacings, which is significantly
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Figure 4.5: Hubbard parameters in a 3× V̄c = 12 cubic accordion lattice, plotted as a function of lattice
spacing a, in units of the retro-reflected lattice spacing a0 ≈ 407 nm. The exponential suppression of
t as compared to U means one can rapidly enter the Mott-insulating regime t∗ ≪ U even in nominally
shallow lattices.
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larger than relevant Rabi coupling rates. To be more quantitative, we may compute the residual signal

from off-resonant excitation (line-pulling) as follows.
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Figure 4.7: Single atom Rabi couplings in a in a V̄c = 4 one-dimensional accordion lattice. Values
are normalized by the infinite mass coupling Ω0. Shaded regions show the full range of values for all
initial quasi-momenta, q. Solid lines show mean values withing a single band n, or equivalently that of
a maximally localized atom.

In a Rabi interrogation sequence, an error signal for referencing the clock laser to the atomic

transition is typically generated by starting in the state | ±(0)⟩ = |g ; n = 0⟩, applying a pulse of duration

Tı = ı=Ω0;0 while dithering the detuning between two values ∆± ≈ ∆±0:8Ω on successive experimental

cycles, then computing the difference in excitation probabilities, ›(∆) = P+ − P−. The presence of

asymmetric sidebands in the atomic response can then result in a non-zero clock shift, ∆=!0 for ∆

satisfying ›(∆) = 0.

We may calculate the quantities P± by first solving the system of coupled differential equations

@t ⟨e; n| ±(t)⟩ = − i
2

X
n′

Ωn;n
′
e−i(∆±+!ext

n′ −!
ext
n )t ˙g ; n′˛̨ ±(t)

¸
@t ⟨g ; n| ±(t)⟩ = − i

2

X
n′

Ωn
′;ne i(∆±+!ext

n −!ext
n′ )t

˙
e; n′

˛̨
 ±(t)

¸
;

(4.5)

then summing

P± =
X
n

|⟨e; n| ±(Tı)⟩|2 : (4.6)
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Figure 4.8: Upper bounds on line-pulling clock shifts in a V̄c = 4 one-dimensional accordion lattice.
Upper bounds are computed as a function of coupling strength Ω0;1 for a=a0 = 5, !ext

1 −!ext
0 = 2:6 kHz

and Ω0;1=Ω0;0 = 1:3.
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Here, all dependence on q has been suppressed under the assumption that any variance is negligibly small

for a=a0 & 3. Fig. 4.8 gives the range of clock shifts relevant to our proposal, showing that line pulling

effects are suppressed below the 10−19 level for Ω=2ı < 10 Hz.

4.3.2 Collisional effects

Collisional interactions may also significantly effect dynamics in a shallow lattice clock [64]. We

investigate these effects with a “toy model” consisting of a double well potential given by the following

Hamiltonian.

H=~ =
X
x

h∆
4
(nx;e − nx;g ) +

U

2
nx;gnx;e

+
Ω

2
e iffix c†x;ecx;g

i
− t

X
ff

c†L;ffcR;ff +H:c:

(4.7)

Here c†x;ff (cx;ff) creates (destroys) a fermion with internal state ff ∈ {g; e} in well x ∈ {L;R}, nx;ff =

c†x;ffcx;ff, ∆ = ! − !0 is the difference between the frequency of the driving field ! from the atomic

resonance, !0, Ω is the Rabi coupling strength, and ffix = 2ı a
–clk
‹x;R is the site-dependent phase shift of

the clock light, with ‹i ;j being the Kronecker delta function. The two atom spectrum of this Hamiltonian

with Ω = 0, is shown in Fig. 4.9a.

We simulate Ramsey spectroscopy of one and two atoms in the double well by numerically in-

tegrating the Schrödinger equation. A resonant (∆ = 0) ı=2-pulse with Ω ≫ t places each atom in

an equal superposition of ground and excited electronic states. For a=–clk mod 1 ̸= 0, this pulse also

changes the system’s motional state. During field-free evolution (Ω = 0), the different motional states

beat against each other causing a dephasing of the spectroscopic feature. We quantify this effect with

the following relation,

‚ =
q

⟨H2⟩ − ⟨H⟩2: (4.8)

The dephasing rates for a system consisting of 1 (single-particle) and two (half-filling) atoms are

shown as a function of lattice spacing in Fig. 4.9b. The repulsion between atoms apparently localizes

their motional states, leading to an enhanced suppression of tunneling. Such physics in the many-body

limit is known as a Mott-insulator [68]
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Figure 4.9: Two-atoms in a double-well potential. (a) Energy spectrum of Eqn. 4.7 at half-filling. States
with zero, one, and two atoms in |e⟩ are shown as blue, red, and green lines, respectively. The |gg⟩ and
|ee⟩ states are non-interacting due to the Pauli exclusion principle. The |eg⟩± |ge⟩ states are spread by
twice the Bloch band width at U = 0. Whereas in the Mott-insulating regime (U=t ≫ 1), an energy gap
U opens up and a pair of weakly interacting states become spectroscopically resolvable. (b) Dephasing
rates, as given by Eqn. 4.8, for one (red dashed line) and two (solid blue line) atoms in a double well
potential. The tunneling rates and interaction strengths as a function of lattice spacing are taken from
Fig. 4.5 and inserted into the double well Hamiltonian with Ω=2ı = 0:5 Hz. The curves are not plotted
for 4t > Ω where the analogy between the double well system and an infinite lattice breaks down as the
discrete levels of the finite sized system become resolved.
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4.4 Alternative methods of reducing Raman scattering

4.4.1 Blue-detuned lattice

It has been proposed [69] that operation in a blue-detuned magic wavelength lattice, e.g. the

polarizability-crossing in Fig. 2.12 near !b ≈ c=390 nm where both polarizabilities are negative, would

be a possible method to reduce Raman scattering induced dephasing due to the atoms being trapped at

the lattice intensity minima. We compute a trap-depth dependence of the clock state coherences to be

d

dt
Ŝeg = Γ1eg (!b)

1

2
V̄
1=2
b + Γ0eg

Γ1eg (!b) = 110(10)× 10−4 s−1

(4.9)

We can then compare the expected dephasing rates in blue versus red detuned lattices by picking Vi to

achieve similar tunneling rates along all lattice axes. For Vtot: = 150Er in the red-detuned case, one

requires Vtot: ≈ 185Eb) in the blue-detuned case. This gives Γeg ≈ 14 s and Γbeg ≈ 13 s and we thus

conclude that simply operating in a blue-detuned lattice does not provide for a significant advantage over

the red-detuned case, and will not enable atomic coherence times on the order of fi0.

4.4.2 Floquet Engineering

Here we briefly discuss a shaken lattice as an additional method for engineering lattices of localized

atoms which does not necessarily involve increased lattice constants. Ignoring collisional interactions, we

assign the following Hamiltonian,

H=~ = −t
X
⟨i ;j⟩

“
c†i cj + c†j ci

”
+ !K cos!t

X
i

ini (4.10)

Here K is the dimensionless driving amplitude and ! the frequency of the drive. This can be shown to

lead to an effective Hamiltonian

Heff=~ = −teff
X
⟨i ;j⟩

“
c†i cj + c†j ci

”
(4.11)

with teff = tJ0(K). Thus one may localize atoms by operating at a zero crossing of the Bessel function.

However small deviations ‹K in the modulation amplitude may contribute to significant dephasing.

‹teff =
@teff
@K

‹K = −tJ1(K)‹K (4.12)
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In a V = 4Er lattice, one requires ‹teff=t . 5 × 10−6 in order to sufficiently suppress tunneling,

or equivalently ‹K=K . 4 × 10−6 at the first zero, K ≈ 2:4. That is, one needs to control some

experimental parameter, such as the position of the lattice beam retro-reflector, at the part-per-million

level.

4.4.3 Accelerated lattice

In one-dimensional systems oriented along the acceleration of gravity [55, 70], coherent interro-

gations have been demonstrated in lattice depths as low as V̄c = 6. Such a technique alone is likely

to be insufficient to suppress all dephasing mechanisms in a cubic lattice at the 1 mHz level since the

gravitational force acting along each axis can be at most a factor of
√
3 smaller, and lattice depths of

V̄c > 3 × 10 are generally required to enter the Mott-insulating regime. None-the-less, extending the

calculations presented in Ref. [71] might still be worthwhile.



Chapter 5

Resonant Dipole-Dipole Interactions

Up to this point, we have shown how careful preparation of a spin-polarized, degenerate Fermi-gas

in a deep, simple-cubic, optical lattice enables the simultaneous interrogation of N ≈ 104 strontium

atoms with interrogation times T ∼ 10 s. The evolution of the atomic state can largely be treated as

that of independent dipole moments interacting with a classical environment. However, by operating

with inter-particle spacings on the order of the clock transition’s optical wavelength, ka ≈ 7ı=6, one

must consider additional effects which have been largely unexplored in the context of atomic clocks.

The essence of following physics, generically referred to as resonant dipole-dipole interactions is

that a finite, oscillating electric dipole moment creates an electric field with which other dipoles can

interact with. The interactions lead to both an elastic frequency shift and a modified decay rate of the

dipole moments, which we refer to as the cooperative Lamb shift and cooperative decay, respectively.

The natural energy scale of resonant dipole-dipole interactions is set by the spontaneous decay rate of

the interrogated transition, Γq ≈ 2ı × 1:35 mHz for the clock transition in strontium-87. Given that

the total systematic uncertainty of optical atomic clocks operating with significantly lower densities have

surpassed this fractional frequency scale Γq=!0 ≈ 3 × 10−18, a systematic characterization of these

effects is crucial to the viability of three-dimensional optical-lattice clocks. Anticipating further progress,

the obtained results will soon be relevant to other atomic clocks operating at lower-densities.
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5.1 Theoretical background

Many key insights can obtained classically although quantitative modeling of the observed response

requires a full quantum treatment. Both limits are discussed in this section.

5.1.1 Classical Electric Field of Oscillating Point Dipole

Beginning with an electrically neutral medium, we write Maxwell’s equations for the electric E and

magnetic B fields, given a current source J, as

∇ · E = 0 ∇× B− 1

c2
@tE = —0J

∇ · B = 0 ∇× E+ @tB = 0

(5.1)

Taking a time derivative of the current density and rearranging yields the following wave equation for the

electric field, „
∇ · ∇ − 1

c2
@2t

«
E = —0@tJ : (5.2)

Assuming a harmonically oscillating current localized to a point at position a, J = −i!‹(r−a)da ∝ e−i!t ,

`
∇ · ∇+ k2

´
E = −k

2

›0
‹(r − a)da (5.3)

which is solved by Ea(b) = G(rba) · da where G is the so-called dyadic Green’s function

G(rba) =
`
k2 +∇∇

´ e ikrba

4ı›0rba

=
k3e ikrba

4ı›0

ȷ
(1− r̂bar̂ba)

1

krba
+ (3r̂bar̂ba − 1)

»
1

(krba)3
− i

(krba)2

–ff (5.4)

with rba = b− a, rba = |rba|, and r̂ba = rba=rba. This expression is exact for all values of kr in the limit

k |Ra| ≪ 1 where Ra = da=Q is the spatial displacement of da after association with a point charge Q.

Such an approximation is generically valid for electric dipole transitions in atoms; for the 1S-2P transition

in atomic hydrogen, k|Ra| ≈ 2(2=3)4¸ ≈ 3× 10−3.

In the radiation limit, kra ≫ 1, Ea is a spherical wave with Ea · r̂a = 0 and a time-averaged

intensity

Ia =
›0c

2
|Ea|2 =

k4c |da|2
32ı2›0r2a

`
1− |ê · r̂a|2

´
: (5.5)
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where ê = d=|d|. The far-field radiation patterns for linearly ê0 = ẑ, and circularly ê±1 = (x̂ ∓ iŷ)=
√
2

polarized dipoles are shown in Fig. 5.5. Integrating over a spherical surface of radius ra, the dissipated

power is

Pa =

Z
dΩr2a Ia =

k4c|da|2
12ı›0

(5.6)

5.1.2 Interactions Between Classical Oscillating Point Dipoles

For an arbitrary distribution of point dipoles d =
P

a da, the interactions with the electric field

E =
P

a Ea are described by the Hamiltonian Hint = −d ·E = −Pba da ·Eb. We can additionally enforce

the previously assumed harmonic motion of the individual dipoles by associating a mass M to the point

charges and defining the Hamiltonian H0 =
P

a;qM!
2
a;q|êq · da|2=2Q2 in the Q → 0 limit. Together,

these yield the following Newtonian equations of motion

@2t da = −
X
q

!2
a;qêqêq · da +

Q2

M

X
b

G(rba) · db (5.7)

Inserting the ansatz da(t) =
P

q da;q, with da;q = e−i(!a;qt+Ωa;qt+ffia;q)|da;q|êq, into Eq. 5.7 and solving

for Ωa;q′ =
P

b;q V
qq′
ba yields the solution V qq

′
ba = −d∗a;q′ · G(rba) · db;qQ2=2M!q′ |da;q′ |2 1 . That is, the

real and imaginary parts of Ωa;q cause a frequency shift and damping of the initial excitation, respectively.

The self-interaction induced damping Im(Vaa) equates the loss in kinetic energy of a single dipole

d = da to the energy gained by the electromagnetic filed in Eq. 5.6: −@tKa = Pa where Ka;q =

M|@tda;q|2=2Q2. In order to remove explicit dependencies on the ad hoc parameters, Q and M, we take

Γq = Pa;q=Ka;q = −2 Im(V qqaa ) as defining the characteristic energy scale of Vba

V qq
′

ba =− 3

4
Γq′

„
Γq!b;q

Γq′!a;q′

«1=2

e−i(∆!bat+∆ffiba−krba)

×
ȷˆ

1−
`
ê∗q′ · r̂ba

´
(r̂ba · êq)

˜ 1

krba
+
ˆ
3
`
ê∗q′ · r̂ba

´
(r̂ba · êq)− 1

˜ » 1

(krba)3
− i

(krba)2

–ff
;

(5.8)

where ∆!ba = !b;q −!a;q′ and ∆ffiba = ffib;q − ffia;q′ . The resonant dipole-dipole interaction coefficients

Vba are plotted in Fig. 5.1. The regions in parameter space where Im(Vba) ̸= 0 correspond to the classical

analog of cooperative decay, where the radiated fields of two dipoles add constructively (superradiance),
1 Here, the prior assumption k|Ra| ≪ 1 validates our expansion under Ωa;q ≪ !q
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Figure 5.1: The real and imaginary parts of the interaction parameters Vba for ffib = ffia are shown on
the left and right, respectively. for arbitrary differences in the instantaneous phases ∆ffiba = ffib−ffia, the
two plots are rotated into one-another according to Vba → Vbae

−i∆ffiba
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or destructively (subradiance), resulting in an increase, or decrease in the radiated power |Ea + Eb|2 ̸=

|Ea|2 + |Eb|2, accordingly. Similarly, Re(Vba) ̸= 0 can be interpreted as the classical analogue of the

cooperative Lamb shift.

5.1.3 Interactions Between quantum Dipoles

As we shall see, much of the previously described behavior can analogously be described in the

quantum mechanical picture where the degrees of freedom are replaced by operators. For the electric

field, we have

Ê = −
X
k;›

Ek;›âk;›e
ik·r +H:c: (5.9)

where â†k;› is the creation operators for a photon with wave-vector k and polarization ê›, and Ek;› =

ê›(~!k;›=2›0V)1=2, for some quantization volume V. The dipoles are similarly replaced by

d̂ =
X
a;q

dqŜa;qe
ik·a +H:c: (5.10)

where Ŝ†
a;q = e ik·a |eq⟩ ⟨gq| is the spin-12 raising operator for the transition labeled q, and dq =

êq(3ı›0~Γq=k3)1=2. The Hamiltonian of the uncoupled system can be given as

Ĥ0 =
X
k;›

~!k;›

„
â†k;›âk;› +

1

2

«
+
X
a;q

~!a;qŜ
†
a;qŜa;q (5.11)

In the frame rotating with Ĥ0, the interactions of the individual dipoles with the electromagnetic field is

given as

Ĥint = −e iĤ0t d̂ · Êe−iĤ0t

=
X
k;›

X
a;q

“
da;qŜa;qe

−i(!a;qt−k·a) +H:c:
”
·
“
Ek;›âk;›e

−i(!k;›t−k·a) +H:c:
” (5.12)

Proceeding similarly to the prior chapter on Raman scattering of optical lattice photons, the

photonic degrees of freedom can be “integrated out”, although this time, the dipole operator d contains

a sum over multiple particles, leading to effective dipole-dipole interactions. Additionally, we make the

rotating wave approximation, dropping terms proportional to e∓i(!a;q+!k;›)t , resulting in the following
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Figure 5.2: Full-state time-evolution for nearest-neighbor, spin-12 , resonant dipole-dipole interactions in
a cubic lattice. The density matrix ȷ̂ is time-evolved according to Eq. 5.13 for 7 dipoles, a ∈ {a1; : : : ; a7}
oriented on a simple-cubic lattice with a = a(xax̂+ yaŷ+ zaẑ). Denoting the central dipole a1, the other
dipoles are placed on each of the six “nearest-neighbor” sites satisfying rba = a. Columns are labeled by
the parameter ka. All plots fix êq = êq′ = ẑ, !a = !, and ffia = kaxa Colors encode the initial product-
state with Zin = ⟨Ŝ†

aŜaȷ̂(0)⟩ = (1 − Re(⟨Ŝ†
aȷ̂(0)⟩)2)1=2. The single-dipole decay rates and frequency

shifts are computed as ‚a(t) = − log tr
h
Ŝ†
aŜa1 ȷ̂(t)

i
= tr
h
Ŝ†
a1 Ŝa1 ȷ̂(0)

i
=t, and ‹a1(t) = arg tr

h
Ŝa1 ȷ̂(t)

i
=t.

The average decay rates and frequency shifts are then Γ =
P

a ‚a and ∆ =
P

a ‹a.
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quantum master equation in Lindblad form

@t ȷ̂ = Ldd [ȷ̂]

= −i
X

b;a;q;q′
V qq

′
ba

“
Ŝ†
b;qŜa;q′ ȷ̂− Ŝa;q′ ȷ̂Ŝ

†
b;q

”
+H:c:

(5.13)

where we have recovered the interaction parameter V qq
′

ba in Eq. 5.8 . For a spin-12 system, q; q′ ∈ {0},

Eq. 5.13 can be solved exactly for small numbers of particles. The results of such a simulation, for

nearest-neighbor interactions in a simple-cubic lattice, are summarized in Fig. 5.2.

At this point we would like to note that this is essentially the same derivation as what produced

spontaneous emission and the Lamb shift in Ch. 2, however this time, we included the presence of multiple

atoms and found additional contributions. These realizations were first pointed out by Refs. [72–74], and

have since been frequently referred to as cooperative decay, and cooperative Lamb shifts, respectively.

Effects of cooperative decay are ubiquitous in experimental physics [75–86], while cooperative Lamb

shifts have also been observed in a wide variety of systems, overall reports are less frequent [87–92]

and dynamics of the coherent interaction have thus far remained elusive. More recently, cooperative

electro-magnetic interactions have been considered in the context of ordered arrays of atoms, resulting

in a number of novel theoretical predictions [93–99], followed by the recent experimental demonstration

that a monolayer of atoms on a square lattice can act as an efficient mirror [100].

As was first suggested in Ref. [93], given the natural linewidth of the strontium-87 clock transition,

and thus the natural scale of cooperative Lamb shifts, happens to be roughly equal to the size of clock

shifts modern atomic clocks care about, it seems reasonable to attempt to measure these shifts and

demonstrate an ability to characterize their magnitude. Since the atomic coherence times in the cubic

lattice are limited to O(10 s) ≪ O(Γ−1), we may Taylor expand the solution to Eq. 5.13, keeping terms

at most liner in the parameter Γqt.

5.1.4 First-order time-expansion of resonant dipole-dipole dynamics

For increasing numbers of dipoles N, and internal levels N , the Hilbert space grows exponentially as

dim ȷ̂ = NN , making general numerical solutions to Eq. 5.13 increasingly difficult. In the limit Γqt ≪ 1,
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one can approximate d
dt ⟨ÔaÔb⟩ = tr

n
ÔaÔbLdd[ȷ̂]

o
≈ 0. In the effective subspace ȷ̂a;q = tr��a;q ȷ̂,

the number of degrees of freedom are dramatically reduced,
P

a

P
q dim ȷ̂a;q = NN (N − 1), enabling

numerical solutions for experimentally relevant system sizes and arbitrary geometries. Explicitly, we write,

@t⟨Ŝ†
a;q′⟩ = @t⟨Ŝa;q′⟩∗

= Tr
“
Ŝ†
a;q′Ldd[ȷ̂]

”
= i
X
b;q

V qq
′

ba

“
⟨Ŝ†

a;q′ Ŝa;q′ Ŝ
†
b;q⟩ − ⟨Ŝa;q′ Ŝ†

a;q′ Ŝ
†
b;q⟩
”

@t⟨Ŝ†
a;q′ Ŝa;q′⟩ = −@t⟨Ŝa;q′ Ŝ†

a;q′⟩

= Tr
“
Ŝ†
a;q′ Ŝa;q′Ldd[ȷ̂]

”
= i
X
b;q

V qq
′

ba

“
⟨Ŝ†

a;q′ Ŝa;q′ Ŝ
†
b;q⟩ − ⟨Ŝa;q′ Ŝ†

a;q′ Ŝ
†
b;q⟩
”

(5.14)

with solutions,

⟨Ŝ†
a;q′F(t)⟩ = ⟨Ŝ†

a;q′⟩+ it
X
b;q

V qq
′

ba

h
⟨Ŝ†

a;q′ Ŝa;q′ Ŝ
†
b;q⟩ − ⟨Ŝa;q′ Ŝ†

a;q′ Ŝ
†
b;q⟩
i

⟨Ŝ†
a;q′ Ŝa;q′F(t)⟩ = ⟨Ŝ†

a;q′ Ŝa;q′⟩+ it
X
b;q

V qq
′

ba

h
⟨Ŝ†

a;q′ Ŝa;q′ Ŝ
†
b;q⟩ − ⟨Ŝa;q′ Ŝ†

a;q′ Ŝ
†
b;q⟩
i (5.15)

where we have introduced F(t) = eLddt .

Figure 5.3: Modeling spatial signal of cooperative Lamb shifts. The top row shows the column-integrated
pairwise interactions Re(V̄ab) between an atom in the central pixel a = 0 and all other atoms projected
onto pixel b. The bottom row then shows the sums of interactions ∆̄ given the density distribution Ñ in
the lower left. Dipole moments are oriented along the x̂-axis.

The expected frequency shifts given by Eq. 5.15 are visualized in Fig. 5.3 for a cubic lattice and

variable angles of incidence of the probe laser.
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5.1.5 Resonant dipole-dipole interactions in a Ramsey interferometer

We now discuss how resonant dipole-dipole interactions affect a Ramsey signal to leading order in

Γt. Defining the rotation operator corresponding to a short resonant pulse of duration T = „=g ,

⟨Ŝ†
aR(„; ffi)⟩ = cos2(„=2)⟨Ŝ†

a⟩+ e2iffi sin2(„=2)⟨Ŝa⟩ −
i

2
e iffi sin(„)

“
⟨Ŝ†

aŜa⟩ − ⟨ŜaŜ†
a⟩
”

⟨Ŝ†
aŜaR(„; ffi)⟩ = cos2(„=2)⟨Ŝ†

aŜa⟩+ sin2(„=2)⟨ŜaŜ†
a⟩ −

i

2
sin(„)

“
e−iffi⟨Ŝ†

a⟩ − e iffi⟨Ŝa⟩
”

⟨ŜaŜ†
aR(„; ffi)⟩ = cos2(„=2)⟨ŜaŜ†

a⟩+ sin2(„=2)⟨Ŝ†
aŜa⟩+

i

2
sin(„)

“
e−iffi⟨Ŝ†

a⟩ − e iffi⟨Ŝa⟩
”
:

(5.16)

For generic multi-dipole operators,

@t⟨
Y
a

Ôa⟩ =
X
a

ga⟨P̂a
Y
b̸=a

Ôb⟩ (5.17)

Thus multi-particle matrix elements of R can be obtained directly from the above elements, e.g.

@⟨ÔaÔbR(„; ffi)⟩=@⟨P̂aP̂b⟩ = @2⟨ÔaR(„; ffi)⟩⟨ÔbR(„; ffi)⟩=@⟨P̂a⟩@⟨P̂b⟩. In particular, we will make use

of

⟨Ŝ†
aR(„; 0)⟩0 = − i

2
sin(„)na

⟨Ŝ†
aŜaŜ

†
bR(„; 0)⟩0 = − i

2
sin(„) cos2(„=2)nanb for a ̸= b

⟨ŜaŜ†
aŜ

†
bR(„; 0)⟩0 = − i

2
sin(„) sin2(„=2)nanb for a ̸= b

⟨Ŝ†
aR(ı; ffi)⟩ = e2iffi⟨Ŝa⟩

⟨Ŝ†
aŜaŜ

†
bR(ı; ffi)⟩ = e2iffi⟨ŜaŜ†

aŜb⟩ for a ̸= b

⟨ŜaŜ†
aŜ

†
bR(ı; ffi)⟩ = e2iffi⟨Ŝ†

aŜaŜb⟩ for a ̸= b

⟨ẐaR(ı=2; ffi)⟩ = −i
h
e−iffi⟨Ŝ†

a⟩ − e iffi⟨Ŝa⟩
i
:

(5.18)

During a single free-evolution-period, single-particle atomic coherences evolve according to

@t⟨Ŝ†
a⟩ = Tr

“
Ŝ†
aLfree[ȷ̂]

”
= i
X
i

X
b

h
(i)
ba

“
⟨Ŝ†

aŜaŜ
†
b⟩ − ⟨ŜaŜ†

aŜ
†
b⟩
”

(5.19)

where

h
(1)
ba = (∆!a − i‚=2)‹a;b

h
(2)
ba = Vba

(5.20)
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In solving ⟨Ŝ†
a⟩ to first order in Γ0t, we may obtain a closed form for the time-dependence of the

multi-atom expectation values ⟨Ŝ†
aŜaŜ

†
b⟩ and ⟨ŜaŜ†

aŜ
†
b⟩ for a ̸= b

@t⟨Ŝ†
aŜaŜ

†
b⟩ ≈ Tr

“
Ŝ†
aŜaŜ

†
bL1[ȷ̂]

”
=

„
i∆!b −

3

2
‚

«
⟨Ŝ†

aŜaŜ
†
b⟩

@t⟨ŜaŜ†
aŜ

†
b⟩ ≈ Tr

“
ŜaŜ

†
aŜ

†
bL1[ȷ̂]

”
=

„
i∆!b −

1

2
‚

«
⟨ŜaŜ†

aŜ
†
b⟩+ ‚⟨Ŝ†

aŜaŜ
†
b⟩ :

(5.21)

We then have

⟨Ŝ†
aF(t)⟩ = e−‚t=2

8<:e i∆!at

„
1− Γ0t

2

«
⟨Ŝ†

a⟩+ it
X
b̸=a

h
(2)
ba e

i∆!bt
h`
2e−‚t − 1

´
⟨Ŝ†

aŜaŜ
†
b⟩ − ⟨ŜaŜ†

aŜ
†
b⟩
i9=;

⟨Ŝ†
aŜaŜ

†
bF(t)⟩ = e−3‚t=2+i∆!bt⟨Ŝ†

aŜaŜ
†
b⟩

⟨ŜaŜ†
aŜ

†
bF(t)⟩ = e−‚t=2+i∆!bt

h`
1− e−‚t

´
⟨Ŝ†

aŜaŜ
†
b⟩+ ⟨ŜaŜ†

aŜ
†
b⟩
”
:

(5.22)

We now consider a “spin-echo” sequence which is designed to remove effects of the single-particle

coherent dephasing from ∆!a

U = R(ı=2; ffiout)F(T=4)R(ı; ı)F(T=2)R(ı;−ı=2)F(T=4)R(„in; 0) (5.23)

whereby, matrix multiplication, dropping terms O(Γ20T
2), gives

⟨ẐaU⟩0 = na sin(„in)e
−‚T=2 [sin(ffiout +Φ)Ja + cos(ffiout +Φ) (1−Ka)] (5.24)
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with

Ja =
X
b̸=a

nb Re
`
VbaF

+
ba

´
= cos(„in)T

X
b̸=a

nb Re(Vba) +O(Γ0‚T
2; Γ0∆!T

2)

Ka =
Γ0T

2
+
X
b̸=a

nb Im
`
VbaF

−
ba

´
=

Γ0T

2
+O(Γ0‚T

2; Γ0∆!T
2)

F±
ba =

T

4

 
e−‚T cos „in −

“
1− e−‚T=4

”3 “
1 + e−‚T=4

”
+
n
e−‚T=4 (1 + cos „)− 1± 2

h
e−3‚T=4 (1 + cos „)− 2e−‚T=2 + 1

io
e i(∆!b−∆!a)T=4

!

=
T

4

n
e−‚T (1 + cos „)− 2e−3‚T=4 + e−‚T=4 (3 + cos „)− 2

±2
h
e−3‚T=4 (1 + cos „)− 2e−‚T=2 + 1

i
+O(∆!T )

o
Φ = ∆ffi(T )− 2∆ffi(3T=4) + 2∆ffi(T=4)−∆ffi(0)

(5.25)

and where ∆ffi(t) is the instantaneous laser phase noise at time t. Averaging over shot-to-shot fluctuations

in Φ, which are normally distributed, for cosffiout = 0, the mean D̄A and standard deviation ∆D̄A ofP
a∥A⟨ẐaU⟩0=C are

D̄A = e−⟨Φ2⟩=2X
a∥A

naJa

=
X
a∥A

naJa +O(⟨Φ2⟩)

∆D̄A = e−⟨Φ2⟩=2X
a∥A

na

q
[cosh(⟨Φ2⟩)− 1] J2a + sinh(⟨Φ2⟩)(1−Ka)2

=
q
⟨Φ2⟩

X
a∥A

na(1−Ka) +O(⟨Φ2⟩) :

(5.26)

In modeling the experimental results in the following section we use the full time dependencies in Eq. 5.26

with
p
⟨Φ2⟩ =

p
3⟨∆ffi2(T )⟩=8 ≈ 110 mrad:, and ∆!a = ∆!b = 0. The noise-induced suppression of

the mean difference signal D̄a, 1− e−⟨Φ⟩2=2 ≈ 6×10−3, is insignificant with respect to the measurement

precision of the presented data.
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5.1.6 Bragg enhancement of cooperative Lamb shifts

While Vba asymptotically decays with increasing separation as 1=krba, the contained phase-factors

e−i(krba+k0·rba) average to zero for incommensurate kalat ≈ 7ı=6 and  = 0◦, resulting in effectively

nearest neighbor interactions scaling with the local filling fractions, i.e. Ja ∝ na. However, the sub-

wavelength lattice spacing kalat < 2ı guarantees the unique existence of the Bragg resonance at  =

arccos(ı=kalat) ≈ 30:8◦ satisfying k0 · aŷ = ı such that the radiated fields add constructively along

kR = k0−2(k0·ŷ)ŷ. Numerically, we find that the ensemble-averaged interaction strengths are maximized,

and scale with the system size as N1=3
tot , at angular detunings from exact Bragg resonance set by the

diffraction limit ı=2k(w2
x̂ + w2

ŷ )
1=2 ≈ 1:9◦ [93, 101]. The shift’s scaling with system size is shown in

Fig. 5.4 and the shift’s sensitivity to changes in the initial tipping angle ⟨∆‹̃=∆cos „in⟩, averaged over

all observed „in, is plotted against  in Fig. 5.7.

5.2 Measurement of cooperative Lamb shifts

Inspecting Eq. 5.24 and as depicted in Fig. 5.5, we have at least three experimental knobs which

we can vary in order to characterize the validity of our model. First,the probed transition q effects

both the overall coupling strength via a Clebsch-Gordan coefficient, and the far-field radiation pattern by

conservation of angular momentum. Second, the angle of incidence  effects the relative drive phases

of the atomic dipoles and thus the spatial profile and overall magnitude of the cooperative Lamb shifts.

And third, the initial tipping angle „in simply rescales the shifts by a factor cos(„in).

5.2.1 Analysis of results

Over a period of two weeks, approximately 100 hours of data were collected while cyclically varying

„in,  , and q. Given the recorded images of the final ground ÑgA and excited ÑeA state populations, we

compute the sum ÑA = ÑeA+Ñ
g
A and difference D̃A =

“
ÑeA − ÑgA

”
=C signals where C is the independently

measured phase sensitivity of the difference signal. Fig. 5.6 shows the subset of acquired data associated

with the control paramters which maximize the signal-to-noise ratio of the cooperative Lamb shift signal:
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Figure 5.4: Scaling of cloud-averaged cooperative Lamb shift with system size. (a) Angular detun-
ing ∆ =  Bragg −  from the Bragg resonance at  Bragg ≈ 30:8◦ at which the ensemble-averaged
cooperative lamb shift is maximized. Values obtained via numerical optimization after global rescaling
of the cloud widths wn̂ with fixed —0 = 1:44 are shown as the solid black line. The diffraction limit
∆ ≈ ı=2k(wx̂ + wŷ)

−1=2 is shown as the grey dashed line. (b) Scaling of ensemble-averaged cooper-
ative Lamb shift sensitivity ⟨∆‹̄=∆cos „in⟩ versus summed counts N̄ for  =  Bragg −∆ (solid black
line) and  = 0◦ (grey dashed line).
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Figure 5.5: Experimental parameters for measuring cooperative Lamb shifts. (a) Atomic dipoles on a
cubic lattice, indexed by their positions a, are excited with a spatially dependent phases k0 ·a. Proximity
to the Bragg condition k0 · aŷ = ı leads to long-range phase ordering along the ŷ-axis. (b) Far-field
single-atom radiation patterns Iq(r̂ba) for the two spectroscopically resolved |e⟩ ↔ |gq⟩ transitions used
in this work, as defined in the main text. (c) Resonant laser pulses R(„; ffi) rotate the atomic states by
an angle „ about the (Xa cosffi + Ya sinffi)-axis. The various pulses and free-evolution periods F(t) are
chosen such that the output-state projection ⟨ẐaU⟩0 is proportional only to terms in Lfree which scale
anti-symmetrically with cos „in, namely those due to resonant dipole-dipole interactions.
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Figure 5.6: Imaging cooperative Lamb shifts at  =  res = 29:5(5)◦, cos „in = ±1=
√
2 and q = 0.

Differences in the measured spatial profiles of the sum ÑA (a) and difference D̃A (b) signals indicate
the presence of long-range, anisotropic interactions which scale anti-symmetrically with cos „in. The
maximum of D̃A is spatially offset from the maximum of ÑAdue to constructive interference of the
radiated fields along k̂R = k0 − 2(k0 · ŷ)ŷ. The modeled signals N̄A (c) and D̄A (d) show qualitative
agreement with the measured signals upon visual inspection. The residuals of the subtraction D̃A−D̄A are
shown in (e). The modeled signals are obtained by fitting ÑA to a Fermi-Dirac distribution and contain
no other free parameters. (f) One-dimensional projections IA·k̂R of the above signals are obtained by
projecting the images IA in panels (a-d) onto kR, i.e. IA·k̂R =

P
A′∥(A·k̂R)k̂R IA′ . The data points display

the measured signals with ÑA as blue circles and D̃A as red squares. Vertical error bars represent 1ff
standard errors and horizontal bars show the 2 —m bin-width of the projections onto k̂R. The red (blue)
solid line shows the modeled signal N̄A·k̂R (D̄A·k̂R).
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q = 0, cos(„) = ±1=
√
2 and  =  res: = 29:5◦.

Fig. 5.7 displays the ensemble-averaged Lamb shifts as functions of both „in and  , again showing

accurate modeling of the observed shifts.

For the resonant angle-of-incidence, clock shifts are easily large enough to produce clock shifts

significant as compared to the ‹‌=‌ = 10−18 level. Fig. 5.8 shows the shift uncertainty as a function of

averaging time in determining the collective Lamb shift ‹ ≈ −1:5(7) × 10−19 for q = 0,  =  res and

„in → 0. For the normal angle of incidence, all shifts are consistent with zero at the 10−19-level. We

then may conclude that collective Lamb shifts are unlikely to contribute significant systematic shifts for

at least the next decade in clock accuracy. It is interesting to note that these shifts should naturally be

at an order of magnitude larger in ytterbium-171 atomic clocks where the excited clock state lifetime is

correspondingly shorter, and beyond leading order in Γt effects can easily become significant.

5.3 Future directions

While we have demonstrated a quantitative understanding of leading-order resonant dipole-dipole

interactions in an cubic lattice optical atomic clock, there is much more work to be done in the context

of long-time dynamics [93, 99, 103], It seems that significant engineering of trapping potentials must be

done in order to access timescales Γt ∼ 1 without Raman scattering of lattice photons destroying the

atomic coherences. It is thus interesting to consider probing other atomic transitions with significantly

shorter excited state lifetimes as a proxy.
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Figure 5.7: Controlling cooperative Lamb shifts. (a) Scaling of the ensemble-averaged shift ‹ versus
the initial spin projection cos „in for  =  res and both q = 0 (blue) and q = 1 (red). Data points show
the measured shifts ‹̃ with vertical error bars representing 1ff standard errors and horizontal error bars
representing 2% observed fluctuations in the initial pulse area „in. Shaded regions show the modeled
shifts ‹̄, propagating the experimental uncertainty in  res. (b) Angle of incidence dependence of the shift
sensitivity to changes in the initial spin projection. The vertical gray bar represents the angle of incidence
used in (a).

Figure 5.8: Instability of cooperative Lamb shift measurement. The shaded gray region shows the 1ff
confidence interval of the total deviation [102] of the clock shift ‹̃0=‌ for the resonant angle of incidence
as a function of averaging time fi . The black line shows a fit to the data for fi < 100 s, assuming a white
noise floor, giving an inferred instability of 1:7× 10−17=

√
Hz.
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Figure 5.9: Enhancing resonant dipole-dipole interactions. Shown are two electronic levels relevant to
future studies of the dynamics of resonant dipole-dipole interactions in the long-time limit. While probing
long-time dynamics ‚eg t ∼ 1 seems presently challenging on the strontium-87 clock transition due to
Raman scattering of optical lattice photons limiting coherence times to the 10 s-level, there are additional
electronic states with significantly shorter excited state lifetimes which can be probed. One particularly
attractive transition is the 5s5p 3P0 ↔ 5s4d 3D1 transition at 115 THz. Given the relatively long
transition wavelength ka ≈ ı=3, coherent interactions can be significantly dominant over single-particle
decay rates. Or alternatively, optically dressing the excited clock state with the 5s5p 1P1 level opens up
the possibility of being able to dynamically tune dipole-dipole coupling strengths (1 mHz − 1 Hz) with
modest optical powers (O(5 mW)).



Chapter 6

Conclusion

So what does this all mean for the future of atomic clocks? While one wants to simultaneously

interrogate multiple atoms while also maintaining the notion that each atom acts as if it were a single

particle floating forever in free space, the very fact that one can interact with an atom also means

that atoms can also interact amongst themselves. The future of atomic clocks is then to peel back,

layer-by-layer, all the implications of the light-matter interaction Ĥ1.

Previous generations of optical lattice clocks found limitations to both achievable coherence times

and accuracy due to contact interactions between atoms within shared lattice sites. While these effects

can be sufficiently mitigated by ever increasing the mode volume of the optical traps, one is then forced

to sample ever larger inhomogeneities of external perturbations.

This thesis has described how three-dimensional optical lattices offer a promising alternative in

eliminating the deleterious effects of contact interactions. In Ch. 2-3 we described how contact inter-

actions are effectively eliminated by carefully controlling the external degrees of freedom of an atomic

gas in order to prepare a single-spin-component band insulator of O(104) atoms in the atomic limit with

peak filling fractions exceeding 90%, and inter-site tunneling rates below 1 mHz. By making significant

advances in the preparation of degenerate Fermi gases, we demonstrated the ability to achieve duty-cycles

of coherent-interrogation times to those of state-preparation greater than 50%, the required threshold for

which two identical clocks operating in an anti-synchronous fashion become immune to local-oscillator

noise. Furthermore, we demonstrated how spatially resolving spectroscopic signals can be an incredibly

powerful tool for determining systematic effects.
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In Ch. 4 we discussed how the interplay between Raman scattering in deep optical lattices and

tunneling induced dephasing in shallow optical lattices, requires a modification of the trapping potentials

in order to further improve optical coherence times. Our proposal to increase the spatial separation

between lattice sites has subsequently been realized in optical tweezer arrays containing hundreds of

atoms to great success, and dynamically adjustable optical lattices seem to be a realistic upgrade to

the presented apparatus, potentially enabling coherent interrogation of tens-of-thousands of atoms on

timescales as long as the excited clock state’s nearly two minute natural lifetime.

In Ch. 5, the spectroscopic imaging technique was used to observe clock shifts due to collective

light-matter interactions intrinsic to the finite (though very small) electric dipole moment of the clock

transition. The magnitude of these cooperative Lamb shifts was shown to be highly sensitive to control-

lable experimental parameters, such that they could be made resonantly enhanced or undetectably small.

While cooperative Lamb shifts in non-resonant geometries scale with the atomic density on timescales

short as compared to the spontaneous emission rate ‚eg t ≪ 1, one generically expects the 1=r far-field

interactions to result in shifts scaling with system size at longer coherent evolution times [103]. Antic-

ipating continued improvements in achievable sensitivities of this and other optical clock experiments,

it then is worth considering if these interactions will impose some limit on maximally feasible system

sizes for the cubic lattice clock, or, more generally, any atomic clock? Perhaps there are at least a few

strategies worth discussing in terms of the more immediate future, before speculating more on potential

fundamental limits.

One strategy involves our proposal in Ch. 4 regarding lattice spacings matched to the clock photon

wavelength, which we might refer to as a “Bragg lattice” for brevity. As described in Ch. 5 it turned

out that operating the clock exactly at Bragg resonance should result in ensemble-averaged shifts equal

to zero (while slight deviations from resonance lead to dramatically enhanced shifts). This is somewhat

of a fortuitous situation, lattice constants satisfying kclkaB = 2ı are doubly motivated! Fig. 6.1 shows

that leading order cooperative Lamb shifts can be made asymptotically zero (for Γt ≪ 1) in a Bragg

lattice, given the lattice constant in the directions transverse to the probe laser deviate slightly from

exact resonance |a⊥=aB − 1| ≪ 1. In addition to negating the cooperative shifts, cooperative decay
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Figure 6.1: Zeroing leading order cooperative Lamb shifts in cubic “Bragg” lattice. In a cubic lattice
where both the transverse (a⊥) and longitudinal (a∥) lattice constants are matched to the clock photon
wavelength kclocka∥ = kclocka⊥ = 2ı, the leading order corrections to the mean clock frequency and
decay rate are zero, given the transverse lattice spacings deviate slightly from the exact Bragg condition:
a⊥=a∥ < 1. The required asymmetry asymptotically approaches 1 with increasing system size.
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rates should also be asymptotically equal to single-atom spontaneous emission rates.

Another option moving forward could involve choosing clock states with significantly reduced, or

even vanishingly small intrinsic couplings via the electromagnetic field. For instance, bosonic isotopes of

alkaline-earth(-like) atoms have no nuclear spin and thus all single-photon transitions J = 0 → J ′ = 0

are strictly forbidden in the absence of external perturbations, e.g. a magnetic bias field, or optical

state dressing. One might then envision an optical clock operating much like what was proposed in

Ref. [104] where a coherent superposition between the two clock states can be manipulated via two-

photon transitions before the coupling is turned off during the free-evolution period. Then, to second

order in the light-atom coupling Ĥ1, the atoms should evolve as independent systems. But of course

there are higher-order effects!

In Ch. 2, we found the van der Waals interaction UvdW
i j = C

(6)
i j =r

6
i j appearing at fourth order in

the coupling Ĥ1. While this (plus additional Coulomb interactions at shorter ranges) could be replaced,

in the low-energy limit, by a pseudo contact interaction when describing atoms with spatially overlapped

distributions, this approximation fails to capture the interaction when the spatial overlap is vanishingly

small. Fig. 6.2 shows the van der Walls interaction energy experienced by an atom in both clock states,

due to the presence of an additional atom in the same internal state, as a function of the inter-atomic

separation. It turns out that, in the case of the retro-reflected cubic optical lattice, van der Waals

interactions should correspond to clock shifts at the 100 —Hz (10−19) level. The strong dependence on

separation results in the shift being suppressed by a factor of 30 for the Bragg lattice as compared to the

retro lattice. It is also worth noting that the interaction energies are independent of the clock transition

dipole moment, rather it is dominated all dipole allowed transitions out of either clock state. This then

motivates the use of atomic species with small DC polarizabilities, which is consistent with what one

wants in minimizing clock shifts from black body radiation.

It is also worth discussing what more can be done with regards to studying resonant dipole-

dipole interactions in periodic arrays as interesting many-body systems in their own right. The data

presented in Ch. 5 demonstrated that atoms act much like classical dipoles in the Γt ≪ 1 limit. Uniquely

quantum mechanical effects become significant only for long interrogation times Γt ∼ 1. It has long
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Figure 6.2: Van der Waals interaction energies at finite inter-atomic separation. Using the transition
energies and natural decay rates in Tab. 2.1-2.2, in order to solve Eq. 2.31 beyond the near-field limit,
the interaction energy experienced by a strontium atom in either clock state, due to the presence of
a second, identical atom at separated by a distance ri j which we have normalized by the retroreflected
lattice constant a0 ≈ 407 nm. The Solid lines show the full, analytic solutions for both atoms in the
ground (blue) and excited (red) states, while the dashed (dotted) lines show the r−6

i j (r−7
i j ) asymptotics

in the near-field (far-field) limit. The vertical solid (dashed) line shows the mean displacement of nearest
neighbors for a retro-reflected (Bragg) lattice.
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been predicted that a two-level atom spontaneously emitting into a vacuum will exhibit non-exponential

decay at sufficiently long times [105]. The timescale at which this behavior is to be expected is set by

the relation (2ı!eg=‚eg )
2(!eg t)

4 exp(−‚eg t) ∼ 1 which for the strontium-87 clock transition occurs at

‚eg t ≈ 267 corresponding to an excited state survival probability of exp(−‚eg t) ≈ 10−117, far beyond

modern experimental detectability. However, there appears to be numerical evidence that ordered arrays

of atoms might exhibit similar effects on significantly shorter time scales [99]. Practically speaking, it

seems that dressing the excited clock state with either the 5s5p 1P1 or 5s4d 3D1 states could enable

coherent evolution times long enough to observe manifestly quantum dynamics in the current apparatus.

The coherent interactions generated by the dipole-dipole couplings also provide opportunities to

generate interesting many-body states. The Hermitian part of the evolution Ĥdd =
P

i j Vi j Ŝ
(i)
eg Ŝ

(j)
ge takes

the form of an XX + Y Y ∼ SS−ZZ interaction which is known to generate spin squeezing [106, 107].

In order for the entanglement to be meterologically useful, the coherent interactions must be dominant

Re(Vi j) ≫ Im(Vi j) which can be achieved for sub-wavelength lattice spacings ka ≪ 2ı making the

5s5p 3P0 ↔ 5s4d 3D1 particularly attractive.

All together, it seems hard to imagine that the community is anywhere near approaching a hard

limit to the ultimate precision of atomic clocks, but rather faces an exciting journey in probing ever

deeper into the jungle of light matter interactions.
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Appendix A

Symbolic conventions

symbol definition

H(Ô) Hermitian part of operator Ô: H(Ô) = Ô +H:c:

H̄(Ô) Anti-Hermitian part of operator Ô: H̄(Ô) = iÔ +H:c:

T (Ô) Time integral of operator Ô: T (Ô) =
R 0
fi dt ′ Ô(t − t ′)

Oi j;p
Quantity O indexed by internal states i and j

coupled by photonic mode p

Oeg;c
Quantity O indexed by internal states e (excited) and g (ground)

coupled by (coherent) photonic mode c

⟪O(r; k)⟫ Expectation value of quantity O over phase-space
variables r (position) and k (momentum)

⟨Ô⟩ Expectation value of operator Ô

P̂i Atomic projection operator onto state i

N̂p Photonic number operator for mode p

Table A.1: Definitions of symbols used throughout the thesis.



Appendix B

Heating processes in optical traps

B.0.1 Time Dependent Perturbation Theory

We begin by assuming we can write a time dependent Hamiltonian in the specific form,

H(t) = H0 + ›(t)H′; (B.1)

where the second term may be considered a perturbation about the first. Time evolution in the basis of

eigenstates of H0,  m, is then given by

i~@t m =
X
n

›(t)H′
mne

i!mnt n; (B.2)

which may be integrated to obtain

 m(t) = −i~−1
X
n

H′
mn

Z t

0
dt ′›(t ′)e i!mnt

′
 n: (B.3)

The rates at which the populations ȷmm = | m|2 change in time are then

∆ȷmm
∆T

= ~−2
X
n

|H′
mn|2

»
1

∆T

Z ∆T

0
dtdt ′›(t)›(t ′)e i!mn(t−t

′)
–
ȷnn (B.4)

= ı~−2
X
n

|H′
mn|2S›(!mn)ȷnn (B.5)

≡
X
n

Γmnȷnn (B.6)

where we have identified S›(!) = 1
ı

R ∆T
−∆T dfie i!fi 1

∆T

R ∆T
0 dt›(t)›(t+fi) as the single sided power spectral

density of fluctuations in ›, assuming the interval ∆T is long compared to the timescale over which ›

varies, yet short compared to that of changes in ȷmm. As such, we are interested in calculating the

quantities Γmn ≡ ı~−2|H′
mn|2S›(!mn) for experimentally relevant H0 and H′
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Figure B.1: Intensity noise-induced heating of 87Sr from ground to second excited states of Harmonic
(red), and Periodic (blue) potentials. Rates are given as a function of first motional sideband frequency
‌1;0 and normalized by the power spectral density of relative intensity noise, S›(‌2;0) [Hz−1], evaluated
at the second motional sideband frequency.
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Figure B.2: Frequency noise-induced heating of 87Sr from ground to first excited states of Harmonic
(red), and Periodic (blue) potentials. Rates are given as a function of first motional sideband frequency
‌1;0 and normalized by the power spectral density of laser frequency noise, Sf (‌1;0) [Hz−1], evaluated at
the first motional sideband frequency.
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B.0.2 Sinusoidal Potential

B.0.2.1 Intensity Noise

We first consider the following scenario

H0 =
1

2

p2

m
+ V0 cos

2 kx; H′ = V0 cos
2 kx: (B.7)

Finding,

|H′
mn|2 = V 2

0 ⟨cos2 kx⟩2mn (B.8)

and

Γmn = ı
V 2
0

~2
⟨cos2 kx⟩2mnS›(!mn) (B.9)

= 2ı2 V
2
0

h2
⟨cos2 kx⟩2mnS›(‌mn) (B.10)

The elements ⟨cos2 kx⟩2mn must be computed numerically. The largest rate affecting ground band atoms,

Γ2;0, is plotted in Fig. B.1.

B.0.2.2 Pointing Noise

We may also consider the following perturbation

H′ = −kV0 sin 2kx (B.11)

whose squared elements are

|H′
mn|2 = k2V 2

0 ⟨sin 2kx⟩2mn (B.12)

giving the following heating rates

Γmn = ı
V 2
0

~2
⟨sin 2kx⟩2mnk2S›(!mn) (B.13)

= 2ı2 V
2
0

h2
⟨sin 2kx⟩2mnSffi(‌mn) (B.14)

where ffi = 2ı(L+ ›)=–.
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B.0.2.3 Frequency Noise

An infintessimal change of the lattice laser’s frequency, ‹f , is converted to phase noise noise via

‹ffi ≈ 2ı Lc ‹f where L is distance from the atoms to the the phase reference. This gives

Γmn = 8ı4 V
2
0 L

2

h2c2
⟨sin 2kx⟩2mnSf (‌mn) (B.15)

Again, the exact values of ⟨sin 2kx⟩mn must be computed numerically. The largest rate affecting ground

band atoms in a L = 300 mm lattice, Γ1;0, is plotted in Fig. B.2.

B.0.3 The Harmonic Limit

B.0.3.1 Intensity Noise

The following scenario is numerically simpler and reasonably accurate for most experimentally

relevant trapping frequencies,

H0 =
1

2

p2

M
+

1

2
M!2x2; H′ =

1

2
M!2x2: (B.16)

Correspondingly,

|H′
mn|2 =

1

4
M2!4⟨x2⟩2mn =

1

16
~2!2⟨(a+ a†)2⟩2mn; (B.17)

and

Γmn =
1

16
ı!2⟨(a+ a†)2⟩2mnS›(!mn) (B.18)

=
1

8
ı2‌2⟨(a+ a†)2⟩2mnS›(‌mn): (B.19)

Specifically,

Γ2;0 =
1

4
ı2‌2S›(2‌) (B.20)

is plotted in Fig. B.1.

B.0.3.2 Pointing Noise

Next,

H0 =
1

2

p2

m
+

1

2
m!2x2; H′ = m!2x: (B.21)
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Gives

|H′
mn|2 = m2!4⟨x⟩2mn =

1

2
~m!3⟨a+ a†⟩2mn (B.22)

and

Γmn =
ı

4

!3

!r
⟨a+ a†⟩2mnk2S›(!mn) (B.23)

=
ı2

2

‌3

‌r
⟨a+ a†⟩2mnSffi(‌mn) (B.24)

Where we have substituted !r = ~k2=(2M).

B.0.3.3 Frequency Noise

As in the previous section on frequency noise, this is equivalent to

Γmn = 2ı4 ‌
3L2

‌rc2
⟨a+ a†⟩2mnSf (‌mn) (B.25)

In particular,

Γ1;0 = 2ı4 ‌
3L2

‌rc2
Sf (‌1;0) (B.26)

is plotted in is plotted in Fig. B.2.
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