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Magnetic materials play a vital role in modern technology, serving as essential components in

a wide range of applications from power generation to data storage. However, there are still many

open questions about the nature of the complex quantum mechanical phenomena and many-body

interactions which shape the landscape of ferromagnetism. The next generation of logic devices

may rely on fast switching of magnetic states. Electronic control of magnetic states is limited to

nanosecond timescales. However, we have a faster tool. Pulsed lasers can measure and manipulate

magnetic materials on their fundamental timescales. In this thesis, I present experiments in which

I manipulate magnetic states in alloys on their fastest timescales: ranging from few-femtoseconds

spin-transfers in Heusler alloys to magnetization reorientations in ferrimagnets which take tens of

picoseconds. I utilize high harmonic generation (HHG) to produce an extreme ultraviolet probe for

resonant measurements of the transverse magneto-optical Kerr effect (TMOKE) at the tabletop

X-MATTER beamline. In Chapter 4, by tuning the driving laser, I measure across the entire M -edges

of transition metals within Heusler alloys with unprecedented resolution in both probing energy

and time. Furthermore, I present the first fluence-dependent measurements of spin-transfer. In

Chapter 5, I present the first ultrafast study of the material TbMn6Sn6. I measure a laser-induced

spin reorientation on its natural timescale. I present a time-dependent model of the laser-induced

reorientation which arises from competing temperature-dependent magnetocrystalline anisotropies.

In this thesis, I examine the intricate relationship between energy, angular momentum, bonding, and

quantum mechanical exchange within the complex many-body physics of magnetism in condensed

matter systems.
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Chapter 1

Motivation

As the global economy becomes increasingly dependent on big data and green energy, we

should expect an ever-growing need for high-quality magnetic materials for data storage[1], wind

power, and electric vehicles[2]. Approximately 90% of cloud storage utilizes perpendicular magnetic

recording[3], and our data storage requirements in 2025 may be more than 90 times greater than they

were in 2010[4]. One study noted that meeting global wind power targets for 2050 will require an 11-

to 26- fold increase in World production of rare-Earth elements[2]. One promising avenue for future

magnetic technologies is the implementation of spintronics, which makes use of both the electronic

and magnetic properties of electrons. Spintronic architectures allow for more efficient data storage[5].

Additionally, ultrafast spintronics, where magnetic states are controlled by very short laser pulses,

could facilitate control on much faster timescales than any existing technologies[6]. However, such

advancements will require a deeper understanding of the fundamental science of ultrafast magnetism.

Since Beaupaire et al.’s [7] 1996 discovery of sub-picosecond demagnetization of Ni, there have

been many open questions about the nature of ultrafast processes in magnetic materials. These

questions have included: how can angular momentum be dissipated on such short timescales[8, 9, 10,

11], what are the dominant demagnetization pathways[12, 13, 14, 15, 16], and how do we interpret

optical measurements of ultrafast magnetism[17, 18, 19, 20]?

In this thesis, I will explore laser-induced ultrafast dynamics in magnetic systems. In the

first chapter, I explain the importance of magnetic materials both from a historical perspective and

in relation to prospective emerging technologies. The second chapter will serve as an overview of
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important concepts in magnetism with a specific focus on ultrafast effects. In the third chapter, I

will provide an overview of the magneto-optical techniques utilized for sample measurements at the

X-MATTER beamline. In the fourth chapter, I will give an overview of laser-induced spin-transfer

effects in the Heusler alloys Co2MnGa and Co2MnGe, on sub 100-femtosecond timescales with

unprecedented energy resolution across the Co and Mn M -edges. This study investigates the

manipulation of a material’s spin state via the excitation of spin-polarized electrons throughout the

band structure by direct laser excitation. The fifth chapter examines a longer timescales, 10’s of

picoseconds, in relation to laser-induced macroscopic spin precession. I investigate a spin-reorientation

phase transition in the Kagome ferrimagnet TbMn6Sn6. Through measurement and modeling, I

determine the intrinsic timescale of the phase transition. In the final chapter, I discuss the potential

for future upgrades to the X-MATTER beamline and provide some concluding remarks.

1.1 Magnets of the Past

Magnets have been a longtime fascination for humanity’s most curious minds: scientists,

philosophers, and children. The oldest technological application of magnets are compasses, the

development of which has allowed humans to navigate across the planet. The first magnets used

for compasses were lodestones. Lodestones are a type of rock which contain ferromagnetic pieces of

the iron oxide known as magnetite. Lodestones can be magnetized by lightening strikes or by lava

cooling in the presence of the the Earth’s magnetic field. Lodestones were independently discovered

in ancient Greece, China, and Mesoamerica. It is claimed that word "magnet" comes from ancient

Greek region of Magnesia where lodestone was mined[21]. The school of Greek philosophers known

as Animalists believed that the properties of lodestone were divine. The ancient Greek philosopher,

Thales of Miletus (famous for the quote "know thyself"), went as far as to claim that all magnets

possess a soul. This idea persisted in Europe for more than two thousand years.

William Gilbert is often referred to as the "Father of magnetism". He was born in 1544 and

served as Queen Elizabeth’s personal physician. He performed physics experiments as a hobby. He

wrote his masterpiece "De Magnete" over the course of 17 years. This work combined contemporary



3

knowledge of magnetism with his own experiments. It was the first written claim that the Earth

is a magnet. Gilbert dispelled common myths such as the idea that magnets won’t work in the

vicinity of diamonds, or after being rubbed with garlic or onions. Gilbert also believed that magnets,

and by extension the Earth, have souls. In De Magnete he states that a lodestone is a "part and

choice offspring of its animate mother the earth"[22]. The philosopher and scientist, René Descartes,

purported that magnetism comes from a secretion from the pores of a magnet which he called

"threaded parts". This was widely accepted due to Descartes’ good reputation.

The nineteenth century marked the rise of a modern scientific approach to studying magnetism.

In 1819, Hans Christian Oersted discovered that a magnetic field can be created by current in a wire.

One year after Oersted’s discovery, Jean-Baptist Biot and Felix Savart derived an expression for the

magnetic field surrounding a current carrying wire. In 1831, Michael Faraday discovered magnetic

induction, and in 1865 James Clark Maxwell published his theory of electromagnetism. In the 20th

century, a more atom-based and, eventually, quantum mechanical picture was developed.

Table 1.1 is a selection of Nobel Prize winners which exemplify important discoveries from the

20th century to present which have been instrumental to this thesis work. This includes work in the

fields of both magnetism and optics as well as other relevant topics.

1.2 Magnets of the Future

1.2.1 Energy

Permanent magnets are our most efficient tool for converting between mechanical motion and

electrical energy. This makes them a very important commodity in the energy sector. If we wish to

keep up with the energy demands of modern society, while simultaneously reducing carbon emissions

in light of the impending climate crisis, we will need an unprecedented quantity of high quality

magnetic materials.

The conversion between mechanical energy and electrical energy via permanent magnets has

allowed us to separate the generation of energy from its consumption. For example, in the past, the
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Table 1.1: Nobel prize winners. A list of Nobel prize winning research that has contributed
greatly to the science and technology utilized in this work.
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location of a mill might have been chosen based on access to wind or water power. Today, we run

appliances on electrical power generated by power plants which can be hundreds of miles away.

Let us consider the major sources of main’s power in the United States[23]: fossil fuels (60.4%),

nuclear (18.2%), and renewables (21.3%). All three of these require huge amounts of permanent

magnets. Power plants can run on nuclear energy, biofuels, geothermals, or fossil fuels. All of these

work on a similar principle. Heat is produced from a fuel source which generates steam. The steam

turns a turbine. The technology of using steam to generate motion has not been usurped in the

last 200 years. motion of the turbines then drives magnetic generators which produce electricity.

Magnetic generators work by rotating very strong permanent magnets inside a coil of wire in order to

generate an electric current. Wind and hydroelectric power take an even more direct approach. Wind

or water turns the turbine blades which then drive a magnetic generator. A typical wind turbine

requires 250-650 kg of NdFeB to produce 1 MW of electricity[24, 25]. To reach wind power targets

for 2050, we will require an 11- to 26- fold increase in world production of rare-Earth elements[2].

The only exception is solar power, which accounts for 3.4% of US energy, and doesn’t require

any magnets. However, that isn’t exactly true- solar cells are manufactured using magnetron

sputtering!

Gasoline vehicles are one of the few widespread examples of a consumer product where the

energy source and device are not isolated, i.e. they rely on local combustion rather than mains

power or batteries. However, even in the case of gasoline cars, magnets form an important part of

the car’s alternator among other components. Furthermore, the push for green energy has created a

rapidly growing market for electric vehicles. Permanent magnets are integral to the motor of electric

vehicles and each car contain 2-4 kg of high quality permanent magnets.

1.2.2 Information Technology

Magnetic materials play a key role in the information technology sector. Historically, one very

important application has been the use of magnetic materials for memory. In particular, hard disk

drives (HDDs), magnetic tapes, and magnetic random access memory (MRAM) are all forms of
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magnetic storage.

With the rise of machine learning, cryptocurrencies, smart devices and a growing commercial

hunger for "big data", the need for efficiency data storage and computation is more relevant than

ever. Since 2012, the computational resources needed to train AI models has been doubling every

3.4 months[26]. Data centers account for 1-1.5 % of the World’s energy consumption[27] and Bitcoin

mining consumes more energy than the country of Norway[28].

Despite HDDs, in many ways, being eclipsed by more durable and efficient solid state drives

(SDDs), HDDs still account for 54% of the World’s data and 90% of cloud data storage[3]. This

is because HDDs are still significantly cheaper per TB of storage. The commercial viability of

controlling magnetic materials with pulsed lasers (the central goal of this thesis) is about to be put

to the test. Seagate will release a heat-assisted magnetic recording (HAMR) device (a 32 TB HDD

with a built-in pulsed laser) for the first time this year. They are expecting to sell about one million

units in the first half 2024[29].

Spintronics is a very promising emerging research field[30]. Spintronic devices utilize the

electron’s magnetic moment in conjunction with its charge. This adds an extra dimension to

conventional electronics. Spintronic devices have the potential to be faster and more efficient than

traditional semiconductor devices. This is because spin information can travel much faster than

electrical signals and doesn’t suffer from Ohmic heating. Two of the most important devices in the

first generation of spintronics were: giant magnetoresistance (GMR) sensors and magnetic tunnel

junctions (MTJ). In 1997, IBM sold the first hard disk with a GMR sensor head[31]. This is now the

industry standard. GMR sensors are also popular in automotive and biosensing applications. MTJs

are used for logic and memories applications. They are most often used in non-volatile memory

(where stored data is not lost if power is removed). MTJs are also popular for data processing and

sensing applications due to their low power consumption, small footprint, and high performance

capabilities in difficult environmental conditions[32]. In coming years, emerging technologies will

drive further integration of spintronic devices into the semiconductor industry. Some of these may

include[33]: organic spintronics, graphene based spintronics, and single-spin logic devices.
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1.3 Conclusion

Magnetic materials have formed an integral part of the technological and cultural landscape of

the past several thousand years. Nonetheless, the field of condensed matter physics is still very much

in its infancy. Emerging magnetic technologies will shape the future of the energy and information

technology sectors.



Chapter 2

Introduction to Magnetism in Solids

In this chapter, I will explain some of the basic physics of magnetic materials including:

exchange interaction, spin-orbit coupling, Hund’s rule, Stoner and Heisenberg models, magnetic

anisotropy, and where to find magnetism on the periodic table. This general overview will be

followed by an introduction to ultrafast magnetism. I will summarize key concepts in the field

of ultrafast magnetism including: the three temperature model, Elliot-Yafet scattering, Coulomb

scattering, superdiffusive spin currents, electron-magnon interactions, polarized phonon generation,

and spin-flips.

2.1 Fundamentals of Magnetism

2.1.1 Exchange Interaction

The exchange interaction forms the basis of magnetism in materials. In fact, prior to a very

recent Nature publication[34], non-exchange interaction based magnetism had never been shown in

an extended material. The exchange interaction is a fundamentally quantum mechanical interaction

arising from the interplay of the Pauli exclusion principle with the Coulomb interaction in materials.

That is to say, permanent magnets have no classical description. Next time you look a fridge magnet,

consider it for what it is, an intrinsically quantum mechanical object. The exchange interaction

is often treated simplistically: as a term in a Hamiltonian which acts to align or anti-align spins.

In the coming paragraphs, I consider the origins of this term and find that it is deeply rooted in

symmetry and lattice spacing.
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The Pauli exclusion principle requires that fermions (in this case electrons) have wavefunctions

which are anti-symmetric under exchange. This requires a combination of either: a spatially

symmetric wavefunction with an anti-symmetric spin wavefunction, or, a spatially anti-symmetric

wavefunction with a spatially symmetric wavefunction. The symmetries of the spatial electron

wavefunctions in a solid are determined by the Coulomb interaction. The Coulomb interaction

dictates that electrons repel each other but are attracted to nuclei. When atoms are closely packed,

the Coulomb energy is minimized by symmetric spatial wavefunctions. However, when atoms in the

lattice are further apart, the Coulomb energy is minimized by anti-symmetric spatial wavefunctions.

The Coulomb interaction is defined by the overlap of the electron wavefunction with the lattice

sites. Therefore, closely packed lattices result in symmetric spatial wavefunctions combined with

anti-symmetric spin wavefunctions. Anti-symmetric spin wavefunctions come from antiferromagnetic

spin alignment. Conversely, for more loosely packed lattices, anti-symmetric spatial wavefunctions

are energetically preferable and, therefore, the spin coupling will be symmetric, i.e. ferromagnetic.

This relationship between lattice spacing and spin coupling is exemplified by the Bethe-Slater curve,

Fig. 2.1.

Figure 2.1: The Bethe-Slater curve. Reproduced from [35]. The x-axis represents the atomic
spacing divided by the radius of the outer electron shell. The y-axis represents the exchange
interaction energy. For elements with a larger a/r spacing, ferromagnetic order is preferred. For
elements with a smaller a/r spacing, antiferromagnetic order is preferred. Fe is an interesting
example where different allotropes (α Fe vs. γ Fe) have different atomic spacings, and therefore,
different magnetic orders.

0

E

Mn

Co

Ni
Gd

a/r

Cr

Fe

 

Fe



10

The exchange interaction can manifest itself in many complex ways in real materials. Some

of these include: superexchange; double exchange; and the Dzyaloshinskii–Moriya interaction

(abbreviated to DMI and sometimes referred to as the anti-symmetric exchange). Superexchange

occurs when magnetic ions with no direct overlap of their electronic orbitals couple via an intervening

non-magnetic ion. This can lead to either ferromagnetic or antiferromagnetic coupling depending on

the strength of the orbital overlap with the intervening ion. This mechanism is common in transition

metals oxides where the 2p orbitals of oxygen mediate a superexchange between the 3d magnets.

Double exchange is similar to superexchange. However, in double exchange, the magnetic ions have

different valence states and the non-magnetic ions facilitate the transfer of an electron from one

magnetic ion to the other. Manganites and magnetite both exhibit double exchange.

DMI arises due to the combination of strong spin-orbit coupling (see Section 2.1.2) and a

crystal structure which lacks inversion symmetry. DMI favors perpendicular spin alignments unlike

the exchange interaction which favors parallel spin alignments. This means DMI is required to

produce many interesting non-collinear magnetic textures such as chiral domain walls and skyrmions.

Inversion symmetry is broken in non-centrosymmetric crystal structures as well as in multilayer

samples. Strong spin-orbit coupling can be introduced by heavier transition metals such as platinum.

2.1.2 Spin-Orbit Coupling

Spin-orbit coupling (SOC) is the coupling between an electron’s spin moment and its orbital

motion. In the reference frame of the moving electron, the electric potential of the atomic nuclei has a

magnetic component. Energy is minimized when the spin aligns with this perceived moment. SOC can

give rise to preferred directions of magnetization in materials, see Section 2.1.5.2 Magnetocrystalline

Anisotropy.

Spin-orbit coupling creates a splitting of energy levels in atoms leading to fine structure in the

emission and absorption spectra. This fine structure is what led to the initial discovery of SOC in

the early 20th century. Quantum mechanically, the orbital angular moment, L, couples to the spin,

S, to create J = L+ S, the total angular momentum.
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Although SOC is generally 10-100 times weaker than the exchange interaction[36], the impor-

tance of spin-orbit coupling in magnetic materials cannot be understated. Without the coupling

of spin and lattice, magnetic materials would behave very differently. For example, we expect a

compass needle to align with an externally applied field and therefore help us determine the direction

of magnetic north. However, without SOC inside the compass needle, the spins would simply reorient

without any motion of the needle (i.e the lattice).

2.1.3 Hund’s Rule

Hund’s rule can be used to determine the ground state of an atom. Hund’s rule is composed

of two parts: (1) every orbital is occupied with one spin before any orbitals are doubly filled, and (2)

all electrons in singly-filled orbitals have the same spin-state.

Hund’s rule assumes that the repulsion between the outer electrons is stronger than their

spin-orbit interaction. Therefore, Hund’s rule only applies for light atoms, where spin-orbit coupling

does not dominate. This regime, dominated by electron-electron interactions, is known as the L− S,

or Russell-Saunders, coupling regime.

2.1.4 Heisenberg and Stoner Models

There are two main competing models of magnetism: the molecular field theory of magnetism

and the band theory of ferromagnetism. These are sometimes referred to as the Heisenberg and

Stoner models. Both models provide useful insights into understanding magnetic materials. However,

neither provides a full description. The reconciliation of these two models remains an unanswered

question in magnetism.

2.1.4.1 Molecular Field Theory of Ferromagnetism

In 1907, Weiss developed a phenomenological model of magnetism known as the "molecular field

theory". Weiss realized that the dipolar interaction wasn’t strong enough to explain ferromagnetism.

However, he did not have knowledge of the quantum mechanisms of the exchange interaction.



12

Therefore, Weiss conceived of a molecular field, HW , which is proportional to the magnetization, M :

HW = βM (2.1)

where β is the molecular field constant. This molecular field has extremely high field strengths for the

3d transition metals, e.g. on the order of 1000 T . Rather than considering the individual interactions

between adjacent spins, the Weiss model describes the interactions using an effective field. With this

model, Weiss and Curie created a predictive law of temperature-dependent magnetism. Specifically,

the magnetic susceptibility, χ, can be related to the temperature, T , through the Curie-Weiss Law:

χ =
C

T − TC
(2.2)

where C is a material specific constant and TC is the Curie temperature. TC is the temperature at

which a material loses its ferromagnetic properties and becomes a paramagnet.

Following the discovery of quantum mechanics, Heisenberg extended the molecular field theory

to include the exchange interaction between neighboring spins. The Heisenberg Hamiltonian for a

many spin system is given as follows:

Heff = −
N∑
i ̸=j

Jijsi · sj (2.3)

where Jij is the exchange coupling between the ith spin si and the jth spin sj . This Hamiltonian

assumes that spin contributions dominate the material’s magnetism since the Hamiltonian doesn’t

include orbital contributions. The combination of the Weiss field with the Heisenberg Hamiltonian

creates a temperature-dependent model for magnetism. However, this model fails to correctly predict

the magnetic moments of transition metals.
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2.1.4.2 Band Model of Ferromagnetism

The Stoner Model is a band-like model of ferromagnetism in metals developed in the 1930s to

explain the fractional magnetic moments of the transition metals. In transition metals, magnetism

comes from spins in delocalized "itinerant" orbitals which are not well described in the Heisenberg

picture. In the Stoner model, the exchange interaction splits the bands of a material by spin state,

Fig. 2.2. The exchange splitting is on the order of 1 eV , and it is assumed that the exchange splitting

occurs due to the presence of a molecular field. The more populated, lower energy spin state, is

referred to as the majority band, while the less populated, higher energy spin state, is referred to as

the minority band. This can be formulated as follows:

E↑(k) = ϵ(k)− I
N↑ −N↓

N
,E↓(k) = ϵ(k) + I

N↑ −N↓
N

(2.4)

where ϵ(k) is the dispersion relation of spinless electrons, and I is the Stoner parameter. The Stoner

parameter is combined with the spin ratio to form the exchange energy. This formulation allows

for non-integer spin moments per atom. Note that conventions differ on the assignment of spin

directions for the majority and minority bands. The magnet moment, m, of a spin, s, is often

defined as: m = −2µBs/ℏ. The negative sign in this equation means that the magnetic moment

points oppositely to the "spin direction". This means, if there is a net magnetic moment in the "up

direction" then majority band would be "spin-down". In this thesis, I will omit the negative sign

and define the majority band as "spin-up". This will be particularly relevant in Chapter 4.

The Stoner model can be summarized by three basic assumptions: (1) the magnetic moments

of transition metals (Fe, Co, Ni) come from the d-shells which are bonded into bands. (2) The

energies of the spin-up and spin-down bands are shifted relative to each other due to the molecular

field. (3) The bands are filled based on a Fermi-filling with temperature-dependent smearing.

One of the most important predictions of the Stoner model is the Stoner criterion. The Stoner

criterion determines whether a material will spontaneously magnetize (i.e. be ferromagnetic) based

on the satisfaction of the following condition:
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Figure 2.2: Band model of ferromagnetism. The less populated band, i.e. red, is referred to as
the minority band. The more populated band, i.e. blue, is referred to as the majority band. The
bands fill up to the Fermi energy (EF ) based on Fermi statistics. Non-zero temperature induces a
Fermi smearing effect at the Fermi level. When one band is completely filled, as shown here, this is
referred to as "strong ferromagnetism".

EF
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2µBH(0)

N
D(EF ) ≥ 1 (2.5)

where H(0) is the molecular field at 0 K, N is the number of electrons per atom in the d-shell,

and D(EF ) is the density of states at the Fermi energy. That is to say, spontaneous magnetization

depends, not only on the strength of the molecular field, but also the density of states at the Fermi

energy.

While the Stoner model can be used to explain non-integer spins in metals, temperature-

dependent effects are not well described. Unlike the Heisenberg model, the Stoner model cannot

accurately predict a material’s Curie temperature or other temperature-dependent effects. In fact,

the Stoner model predicts Curie temperatures as large at 10,000 K.

Attempts have been made to combine the two models. For example, the Self-Consistent

Renormalization (SCR) theory which was first proposed by Moriya and Kawabata in 1973. The SCR

theory adds correlative effects to the Stoner Model and can explain the Curie-Weiss Law. However,

the reconciliation of these two approaches is still considered one of the great unsolved problems of

magnetism.

2.1.5 Magnetic Anisotropy

Magnetic anisotropy describes differences in energy that can occur when a material is magne-

tized in different directions. There are several possible origins of anisotropy, with the most common

being:

(1) Shape anisotropy

(2) Magnetocrystalline anisotropy

(3) Magnetoelastic anisotropy.
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2.1.5.1 Shape Anisotropy

The shape of a magnetic object influences the energy associated with magnetizing it in a

given direction. These shape related energy differences are known as shape anisotropy. In general,

energy is minimized when moments are oriented along the long-axis of a material. More formally,

shape effects can be quantified by calculating the demagnetizing field. The demagnetizing field

(or H-field) is the field generated by the magnetization of the magnet. When considering the field

outside of the magnet itself, the demagnetizing field is often referred to as the stray field. Like all

magnetic fields, energy is stored in the stray field. Therefore, to minimize energy, stray fields should

be minimized. For example, the stray field will be much larger for a thin film which is magnetized

out-of-plane rather than in-plane. Therefore, thin films have a strong shape anisotropy. Different

shapes can be classified based on their "demagnetization factor", N , which represents the ratio of

the demagnetizing field to the magnetizing field. For example, the demagnetizing factor of a sphere

is 1/3, while the demagnetizing factor for a thin film is close to zero when magnetized in-plane and

close to one when magnetized out-of-plane. The shape of a magnet can be engineered to obtain

desirable properties based on shape anisotropy.

2.1.5.2 Magnetocrystalline Anisotropy

In magnetic materials, certain crystallographic directions may be more difficult to magnetize

than others. This phenomena is known as magnetocrystalline anisotropy. Magnetocrystalline

anisotropy arises from the spin-orbit coupling, see 2.1.2. The relationship between orbital shape,

specifically the ligand fields of neighboring atoms, and magnetocrystalline anisotropy is described in

more detail by Bruno’s model[37]. Magnetocrystalline anisotropy gives rise to the concept of easy

and hard crystal axes. The easy axis require the least energy to magnetize. Meanwhile, magnetizing

along the hard axis requires the most energy. It is important to note that the easy and hard axes

are bi-directional. This means that for a material with one easy axis, there will be two stable energy

minima (e.g. the up and down directions along this axis). This is an important concept in magnetic
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switching. To reverse the magnetization from one direction along the easy axis to the other, the

energy barrier of the hard axis must be surpassed. If there is a large energy difference between the

easy and hard axes, then when the magnetization points along the easy axis, this configuration will

be very stable. However, there will be a larger barrier to overcome for magnetic switching.

2.1.5.3 Magnetoelastic Anisotropy

Applying strain or deformations to a magnetic material will impact the shape of bonding

orbitals and, therefore, change the spin-orbit coupling. The influence of stress and strain on

magnetization is called magnetoelastic anisotropy. An inverse effect exists, called magnetorestriction,

where the magnetization of a material induces strain. Magnetorestriction can led to deformations

and shape changes.

Magnetoelastic anisotropy means that magnetic moments in materials often aligns with

mechanical strain. This is important to consider in the growth and manufacturing of high-quality

magnets. The relationship between strain and magnetization can also be exploited in the design of

sensors[38] and actuators[39].

2.2 Magnetism and the Periodic Table

All magnets can be grouped into two main categories: the rare-Earth metals (REs) and the

transition metals (TMs). In many cases, the most desirable properties for technology applications

come from alloying the REs and TMs together. Some of the main differences between the two are

described in the following sections and summarized in Table 2.1.

2.2.1 Transition Metals

Only the first row of the transition metals (3d) are magnetic in their pure unalloyed form.

The orbital overlap of the 4d and 5d shells are too strong to support magnetism. The magnetism

of the TMs is itinerant, meaning the electrons are delocalized. Ni, Fe, and Co are ferromagnetic

in their pure form. Fe can also be antiferromagnetic depending on the packing density of the
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Table 2.1: A comparison of rare-Earth and transition metal magnetism.

Property Rare-Earth Transition Metal

Magnetic Shell localized 4f -shell itinerant 3d-shell

Coercivity High Low

Magnetic Moment High Low

Curie Temperature Low High

atoms as shown in the Bethe-Slater curve, Fig 2.1. Cr and Mn are antiferromagnetic in their pure

form. In a TM metal, the spherical harmonics of the individual atoms hybridize to form highly

symmetric cubic harmonics. Because of this high symmetry, the TMs behave as though they have

only spin moments and no orbital moments. Therefore, the observed magnetic moments don’t follow

Hund’s rule. Instead, the relationship between the number of electrons and the magnetic moment is

described by the Slater-Pauling curve, Fig. 2.3. The high symmetry of the TMs means that the

magnetocrystalline anisotropy is generally low and, therefore, the magnetization direction is easy to

flip, i.e low coercivity. This makes the TMs ideal for applications where the magnetization direction

needs to be changed rapidly. For example, iron cores are traditionally used in electromagnets as they

require only a small applied current to magnetize in the desired direction. Similarly, the magnetic

platters used for perpendicular magnetic recording (PMR) in magnetic hard drives are often made

of the TM alloy CoCrPt. The domains in the platter need to be stable enough to keep their state

while having a low enough coercivity that they can be "written" without too large of an energy

barrier.

2.2.2 Rare-Earth Metals

The 4f rare-Earth metals (also known as the lanthanides) are impractical to use as magnets

in their pure form and so they are generally alloyed. This is because in their pure form, they have

very low Curie temperatures (e.g. 87K for Dy and 25 K for Tm) as well as being soft and reactive in
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Figure 2.3: The Slater-Pauling curve. Reproduced from [40]. The magnetic moment of transition
metals and their alloys can be related to the number of electrons.



20

air and water. RE elements are actually rather plentiful despite their name. However, they are only

found in very low concentrations making them difficult, expensive and environmentally damaging

to extract[41]. The strongest man-made magnet is neodymium which was invented rather recently

(1980). Despite sharing a name with its RE constituent, it is actually an alloy between neodymium,

iron and boron (NdFeB). In their alloyed form, RE magnets are still susceptible to corrosion and

quite brittle. For this reason, they are generally manufactured with a protective coating, e.g. a

nickel plating. RE metals have extremely high anisotropy due to their crystal structure. This makes

it very challenging to change their magnetization direction, i.e. their coercivity is large. For this

reason, REs are ideal for applications where it isn’t desirable for the magnetization to change, e.g.

as permanent magnets in motors and generators. Unlike the delocalized TMs, the REs’ magnetism

is confined to localized f -shells. The RE magnetism follows Hund’s rule. The magnetic moment can

be extremely large, with up to 7 unpaired electrons on a single atom. For example, a neodymium

magnetic stores about 18 times as much magnetic energy per volume as pure iron.

2.3 Ultrafast Magnetism

The first discovery of sub-picosecond demagnetization came from Beaupaire et al. in a

Ni sample in 1996[7]. This discovery was very surprising as it was previously believed that

demagnetization processes require 100’s of ps to occur[42, 43] as was measured in rare-Earth metals.

This discovery sparked a heated ongoing debate throughout the past several decades as to the

true mechanisms of ultrafast demagnetization. The main question being, how can the angular

momentum of the spin system be dissipated on such short timescales? Many phenomena have

been suggested as dominant effects including: Elliott-Yafet based spin-flip scattering from phonons

and defects[10, 44, 45, 46, 47], electron-electron Coulomb scattering[48, 49, 45], electron-magnon

scattering[50, 51, 52], superdiffusive spin currents[16, 53, 54, 55], polarized phonon generation[11],

and SOC mediated spin-flips induced by an non-equilibrium distribution of electrons[56, 57].

Beaupaire et al.[7] explained their 1996 result with a phenomenological model called the "three

temperature model" or 3TM. In the 3TM, the spin system, electron system, and phonon system all
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have distinct temperature distributions. The 3TM was an extension of the existing two temperature

model which describes the electrons and lattice in a metal as having distinct temperatures[58, 59].

In the 3TM, the excitation laser directly couples to the electron system through dipolar electronic

excitations. The electrons quickly forms a thermal distribution through rapid electron-electron

scattering. This elevated electron temperature then couples to the spin and lattice temperature

baths, Fig. 2.4. The time-dependent behavior is governed by the heat capacities of each system

and the coupling constants between them, Fig. 2.5. There have been several extensions to this

model. For example, Koopmans et al.[10] created a microscopic three-temperature model (M3TM)

which also accounts for conservation of angular momentum. The original 3TM only included energy

conservation. Shim et al.[60] proposed an extended three temperature model (E3TM) which explores

the role of the non-thermal electron distribution that occurs at early times. Koopmans et al.[44]

proposed a distinction between type I and type II demagnetization which explains the much differing

timescales between rare-Earth and transition metal demagnetizations.

2.3.1 Elliott-Yafet and Coulomb Scattering

Elliott-Yafet (EY) scattering was named after the ground breaking work of Y. Yafet[64] and R.

J. Elliott[65]. It may be convenient to assume that the electrons in a ferromagnet have well-defined

spin states. However, the spin-orbit interaction mixes electrons’ spin states. Therefore, electrons in

a ferromagnet actually exist in a superposition of up and down states. Furthermore, any scattering

event between an electron and a phonon (or defect) will change the electron’s state and can, therefore,

change the probability of finding that electron in a spin-up or spin-down state. Because the scattering

event changes the electron’s spin state, there is a transfer of angular momentum between the spin

system and the lattice. This electron-phonon scattering can occur on very short timescales. Therefore,

this provides a pathway for spin-flips on the 100 fs timescales observed in ultrafast demagnetization.

This scattering channel is known as Elliot-Yafet scattering.

Coulomb scattering is related to the mechanisms of EY scattering as it also relies on the

presence of spin-orbit interaction to mediate angular momentum transfer to the lattice. However,
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Figure 2.4: Schematic of the three temperature model. The electron bath is excited by the
pump laser pulse. The rate of energy transfer between the three temperature baths is mediated by
the strength of the coupling between them: Ge−s, Gl−s, Ge−l.

Electrons

Spins Lattice

Te

TlTs

Ge-l

Gl-s

Ge-s



23

Figure 2.5: Three temperature modeling in Ni. An example of the three temperature model
applied to the ultrafast excitation of Ni. The incident fluence is 2.4 mJ/cm2 at 780 nm and an
incidence angle of 50o. This model was created using the NTMpy python package[61] developed by
Alber et al.[62]. Temperature-dependent heat capacities of the Ni spin and electron systems were
obtained Tengdin et al.[63].
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instead of being based on electron-phonon or electron-defect scattering, Coulomb scattering is based

on electron-electron scattering. EY scattering is generally considered to be quasi-elastic. This means

that it can only cause a spin-flip between states in the minority and majorities bands if they are

energetically close. However, electron-electron scattering is not quasi-elastic and so there are many

more options for possible transitions between minority and majority bands[48]. This argument may

be used to justify the importance or dominance of Coulomb scattering over Elliot-Yafet scattering.

2.3.2 Superdiffusive Spin Currents

Superdiffusive spin currents cause an ultrafast reduction in the magnetization of a material

by rapidly transporting spin polarization away from the region of probing. This overcomes the

issues of angular momentum dissipation on ultrafast timescales by simply transporting angular

momentum rather than dissipating it. The term "superdiffusive" is used because the transport

characteristics cannot be classified as either ballistic nor diffusive. The transport is initially ballistic

and then transitions into a more diffusive regime before becoming fully diffusive. Battiato et al.[55]

proposed a semi-classical model for this superdiffusive regime. The same authors published a follow

up study analyzing superdiffusive spin transport in layered heterostructures[66]. The formation of a

superdiffusive spin current is reliant on differing lifetimes between spin-up and spin-down bands.

This leads to increased transport for one spin-species over the other. Spin-polarized electrons which

are transported out of the region must be replaced to maintain a net zero charge (as one would

expect in a conductor). Therefore, there is a compensating flow of diffusive spin-down electrons into

the region.

One of the most conclusive demonstration of superdiffusive spin currents was the work of Turgut

et al.[16], inspired by [53], where spin currents were transmitted from a laser pumped Ni sample

into a Fe sample separated by a spacer layer. The Fe layer either experienced a transient reduction

or enhancement in magnetization (this was dependent on whether it was coupled ferromagnetically

or antiferromagnetically with the Ni layer). Furthermore, the strength of the changes in the Fe

magnetism could be controlled by choosing either a spin-transmitting or spin-scattering spacer layer.
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The timescale of the Ni demagnetization, and the concurrent changes in the Fe magnetization, were

on the order of a few hundred femtoseconds.

Another experimental work showed that superdiffusive spin currents could travel from laser

excited gold into an adjacent magnetized Ni layer, leading to the demagnetization of the Ni[54].

Meanwhile, other experiments have contested the importance of the contribution of superdiffusive

spin currents[67, 68].

2.3.3 Electron-Magnon Interaction

Magnons are quasi-particles composed of quantized bosonic spin waves. They represent a

collective excitation of the spin system. The generation of one magnon lowers the magnetization

of a ferromagnet by two Bohr magnetons. The energy of a magnon depends on its wavelength, i.e.

how many lattice sites a single spin-flip is spread over. Under equilibrium conditions, and below

the Curie temperature (i.e. in the ferromagnetic phase), the magnetization of a material deviates

from its saturation value based on a temperature-dependent Bose-Einstein distribution of magnons.

Ultrafast laser excitation creates a hot electron distribution where collisions can take place in a

momentum regime which far exceeds the normal range of Fermi-smearing in equilibrium. Since

the majority band is mostly filled, most spin-flip processes will move electrons from the majority

band into the minority band. Individual spin-flips then decay into magnons modes[50]. This can be

thought of a plucked string decaying into constituent harmonic modes. These magnon modes are

quenched by the spin-orbit coupling. This allows a transfer of spin momentum to the lattice. This

scheme present a method of transferring angular momentum from the spin-system to the lattice

without any scattering with phonons (i.e. the EY scattering description).

2.3.4 Polarized Phonon Generation

Polarized phonon generation is a relatively new theory[11] which proposes that angular

momentum can be conserved during ultrafast demagnetization because it is transferred to the lattice

through the generation of circularly polarized phonons in an ultrafast analogy to the Einstein-de
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Haas effect. The Einstein-de Haas effect is the striking observation that changing the magnetization

of a suspended magnet will causes it to rotate. The angular momentum change in the spin system

is compensated by a macroscopic rotation of the entire material. This is the only experiment that

Einstein every performed! The spin-phonon coupling mechanism which mediates the creation of

polarized phonons is similar to EY. However, in this case, it is made more efficient by specifically

inducing high-frequency polarized phonons.

2.3.5 Microscopic SOC Mediated Spin-Flips

In the time-dependent density functional theory (TD-DFT) calculations presented in Chapter

4, only one unit-cell of the lattice can be calculated due to limitations in available computational

power. This means that spatial effects like electron-phonon scattering or magnon generation cannot

be modeled. In the TD-DFT, the main mechanism for ultrafast demagnetization are sub 100-fs SOC

mediated spin-flips with a microscopic origin. This mechanism is explained more in Section 4.3.1

and is based on the work of Elliott et al. [56] and Krieger et al. [57].

2.4 Conclusion

In this chapter, I began with an overview of the two most important concepts for understanding

magnetic materials: the exchange interaction and spin-orbit coupling. I then explained the two

major theoretical frameworks used to describe ferromagnetism: the Heisenberg and Stoner models.

This led to a discussion of magnetic anisotropy, which defines the energy landscape of magnetic

materials. I examined the two regions of periodic table which give rise to ferromagnetism: the

transition metals and the rare Earth metals. The last part of this chapter gave an overview of

the vast array of competing theories in the field of ultrafast magnetism. These concepts will be

important in Chapters 4 and 5, which examine ultrafast magnetism in specific materials.



Chapter 3

Experimental Techniques

This chapter is divided into three parts. The first part is a discussion of magneto-optical

techniques which are utilized for the measurements in Chapters 4 and 5. The second part of this

chapter is a discussion of the physics of high harmonic generation. High harmonic generation (HHG)

is used to generate extreme ultraviolet (EUV) probing energies for the magneto-optical measurements.

The final section is a discussion of the design of the X-MATTER beamline where measurements

were performed.

3.1 Magneto-Optical Techniques

Magneto-optical techniques exploit the relationship between light and magnetic materials. All

magneto-optical spectroscopies arise from the interaction of polarized light with the orbital motion

of spin-polarized electrons. Therefore, magneto-optical spectroscopies provide a delicate probe of the

interplay between the spin and orbital states which create a material’s magnetism.

The first magneto-optical effect to be discovered, and perhaps the most famous, is the Faraday

effect. The Faraday effect describes the rotation of linearly polarized light under the influence of a

magnetic field inside a material. The strength of the rotation of the polarization is proportional to

the magnetic field along the direction of propagation. This effect was first discovered by Michael

Faraday in 1845 when observing the transmission of light through a piece of lead borosilicate glass

in the presence of a magnetic field[69].

The Magneto-Optical Kerr Effect (MOKE) was first discovered by the Scottish physicist John
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Kerr in 1876 when he reflected linearly polarized light from the surface of a piece of magnetized iron[69].

MOKE is an effect by which the polarization of light changes when reflected from a magnetic surface.

The work of Faraday, Kerr and their contemporaries, in discovering magneto-optical effects, provided

an important clue in understanding that light as an electromagnetic phenomenon. Therefore, these

discoveries of the 19th Century provided not just a new technique to probe a material’s magnetism,

but also provided an important contribution to understanding the fundamental nature of light

itself[69].

The main advantage of MOKE, over non-optical measurement techniques, is that MOKE

provides at ultrafast non-destructive probe of a material’s transient magnetism. There are several

MOKE geometries. In each of them, linearly polarized light is reflected from a sample’s surface. The

magnetism of the sample’s surface creates either a polarization change or intensity modulation in the

reflected beam, Fig. 3.1. This change is measured and directly related to the magnetic properties of

the material.

Figure 3.1: The three most common MOKE geometries. Longitudinal (LMOKE) and Polar
(PMOKE) rely on analyzing the polarization rotation and ellipticity of the reflected beam. Transverse
(TMOKE) relies on analyzing an intensity modulation in the reflected beam.
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MOKE measurements can be made ultrafast by using short pulses of light to excite and

measure the sample. One pulse is used as a pump (to excite transient behavior in the sample),

and another is used as a probe, to measure the response after a fixed delay. Generally, different
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wavelengths of light should be used for the pump and probe to avoid photo-bleaching effects. Most

often, the probe is at a higher energy than the pump. The higher energy photons needed for the

probe are commonly generated using either a frequency doubling crystal or through the process of

high harmonic generation, Section 3.2. A mirror mounted on a computer controlled stage can be

used to change the optical path length of either the pump or probe pulses, and therefore, digitally

set the time delay between the pump and probe pulses. With this technique, we can map out a

time-dependent response.

TMOKE was discovered much later than PMOKE and LMOKE as it is the least intuitive

MOKE geometry. TMOKE was theoretically predicted by C. H. Wind in 1898[70] and while the

author, "found no opportunity to undertake any experiments himself in this direction" the technique

was tested by Zeeman who "kindly tried to detect the new effect on iron mirrors". TMOKE is

preferred for EUV measurements because high quality polarization sensitive optics are hard to design

and have very low efficiency in the EUV regime. However, intensity changes can be measured very

accurately with an EUV sensitive CCD.

To understand the origin of the TMOKE contrast, consider the permittivity of a material

magnetized along the z-axis:

ϵ =



ϵxx ϵxy 0

−ϵxy ϵyy 0

0 0 ϵzz


. (3.1)

In an isotropic material, the permittivity is the same in all directions, i.e. ϵxx = ϵyy = ϵzz and

the off-diagonal elements are all zero. Magnetic materials are never isotropic because the axis of

magnetization breaks symmetry. The off-diagonal element of the dielectric tensor, ϵxy, represent

the coupling of the motion of electrons along the x and y-axes due to the magnetization along

the z-axis. There are many non-magnetic cases where off-diagonal elements may be non-zero in a
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dielectric tensor. For example, if the measurement axes don’t line up with the crystallographic axes

or the crystal itself is not cubic. However, in the case of equal and opposite off-diagonal terms as

depicted in Eq. 3.1, this is a hallmark of magnetism. An effective MOKE measurement scheme must

measure a physical property which is fundamentally related to ϵxy. The following passage explores

the TMOKE geometry as a way to measure ϵxy.

Based on the Fresnel equations, the reflection coefficients of a material can be calculated. We

obtain the reflection coefficient, rp, for a p-polarized incident beam with an incidence angle of θi.

We consider two different in-plane sample magnetizations with opposite directions, both of which

are perpendicular to the plane of the incident laser beam. These magnetizations will be referred to

as ’+’ and ’-’. In this case, the expression for rp is:

rp(±) =
ncosθi − cosθr
ncosθi + cosθr

± ϵxy
2ncosθisinθr

n2(ncosθi + cosθr)2
. (3.2)

Here, it is assumed that ϵxx = ϵyy, and n =
√
ϵxx. θr is the angle of refraction. Therefore, from

Snell’s law, θr = sin−1(sinθi/n). The expression for rp(±) can be written in a simplified form:

rp(±) = r(0)p ± ϵxyr
(1)
p . (3.3)

The reflected intensity, Ip = I0|rp|2, where I0 is incident intensity, is therefore given by:

I± = I0

∣∣∣∣ncosθi − cosθr
ncosθi + cosθr

± ϵxy
2sinθicosθi

n2(ncosθi + cosθr)2

∣∣∣∣2 (3.4)

Expanding I± to first order in ϵxy, and expressing it in the simplified form described above yields:

I± ≈ I0(|r(0)p |2 ± 2Re(ϵxyr
(0)
p r(1)p )). (3.5)

The magnetic asymmetry, A, is defined as follows:

A =
I+ − I−
I+ + I−

. (3.6)



31

Using the approximation for I± from Eq. 3.5, this becomes:

A ≈ 2Re

(
ϵxyr

(0)
p r

(1)
p

|r(0)p |2

)
. (3.7)

This can be expanded with the full expressions for r
(0)
p and r

(1)
p :

A ≈ 2Re

(
ϵxysin(2θi)

n4cos2θi − n2 + sin2θi

)
. (3.8)

Therefore, the magnetic asymmetry, A, is proportional to ϵxy and is independent of I0, the initial

intensity of the probe. TMOKE contrast is obtained by measuring I+ and I− to obtain the magnetic

asymmetry, A, which is proportional to ϵxy.

3.1.1 Resonant Magneto-Optical Techniques

Visible probes are most common for MOKE techniques, due to the affordability, availability

and relative ease of use of visible lasers. However, signals measured in the EUV and x-ray regimes

have fewer non-magnetic artifacts than visible probes[20] and can measure with element specificity.

By making measurements at magnetically active absorption edges (e.g. 3d final states for TMs or 4f

final states for REs) there is a large enhancement of the overall MOKE signal and one can attribute

magnetic signals to individual elements at their absorption-edges. This gives a unique picture of how

the magnetization of individual elements within an alloy or multilayer sample evolve on ultrafast

timescales.

Magnetically active absorption edges are measured using probe photon energies which are

resonant with the energy differences between core levels and exchange split valence bands. In this

thesis, I will address the M2,3-edges (3p->3d) of transition metals using an EUV probe in the range

of 40-72 eV . I produce these M -edge photon energies with a tabletop source using a process known

as high harmonic generation (HHG).

Rare-Earth magnets may be probed using the M4,5-edges (3d->4f) or N4,5-edges (4d->4f).

However, accessing these edges requires soft x-ray photon energies: ∼100-200 eV for the N4,5-edge,
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and ∼1-2 keV for the M4,5-edge. With soft x-rays, the L2,3-edges (2p->3d) of transition metals

can also be probed, ∼ 0.7-0.9 keV for Fe, Co and Ni. Coherent soft x-rays are most commonly

produced at large-scale user facilities such as synchrotrons or free electron lasers (XFELs). However,

tabletop coherent soft x-rays can be produced through high harmonic generation if a sufficiently

long wavelength driving laser is used[71, 72]. See Section 3.2 for a discussion of the importance of

driving wavelength in HHG. In this thesis, I will use an 800 nm Ti:Sapphire system to drive HHG.

Therefore, I am limited to M -edge measurements of transition metals.

L−edge measurements of transition metals have many advantages over M -edge measurements.

At the M -edge, the absorption edges of different elements can strongly overlap. This limits the

ability to separate individual elemental contributions to the magneto-optical signal unless a material

is chosen whose constituent elements have well separated absorption edges. In Chapter 4, I study

multi-element magnets containing both Mn and Co. Luckily, these elements are relatively well

separated at the M -edge (∼12 eV ) compared to, for example, Co and Fe whose edges are separated

by only at ∼6 eV . By comparison, at the L-edge, the Co and Fe edges are 10 times more separated

in energy. Furthermore, the L2 and L3 edges are well separated for each element. This is unlike the

M -edge where the M2 and M3 edges can strongly overlap.

Separately resolving the L2 and L3 edges allows the spin and orbital contributions of a material’s

magnetism to be disentangled. I will demonstrate this using the example of a magneto-optical

technique known as x-ray circular dichroism (XMCD).

XMCD is a very popular technique for obtaining element specific magnetic contrast using

resonant x-rays. XMCD has strong analogies to the EUV TMOKE techniques used in this thesis.

XMCD is a measurement of the difference in absorption between left and right-circularly polarized

photons by a magnetic material. The origins of the dichroism can be thought of as a two-step

process: (1) Circularly polarized photons excite specific core-shell electrons. (2) The spin-polarized

valence shell acts a spin-selective detector due to the exchange splitting.

Photoexcitation changes the orbital momentum of an electron by ±1 based on dipole selection

rules. The spin state of the electron, however, is unchanged. Therefore, if the majority valence band
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is filled, and only the minority valence band has available states, then only minority electrons can be

excited from the core-shell to the valence band.

To demonstrate this, I will examine a 2p -> 3d excitation in a transition metal, a common

XMCD measurement. The 2p core shell is split by spin-orbit coupling into 2p1/2 (L2-edge) and

2p3/2 (L3-edge). The energy difference between these split 2p states is rather large, approximately

15 eV . The 2p3/2 state contains four electrons, while the 2p1/2 state contains only two electrons.

Applying the dipole operator to the 2p3/2 state for a photoexcitation with a +1 polarization state

gives a 62.5% chance of exciting a minority electron and a 37.5% chance of exciting a majority

electron. Meanwhile, for the L2-edge, a polarization state of +1 has a 75% chance of exciting a

minority electron, and a 25% chance of exciting a majority electron. The XMCD signal is obtained by

measuring the absorption spectrum with +1 and -1 polarizations and then calculating the difference

signal, (µ− − µ+), Fig. 3.2.

The magnitude of the dichroism is dictated by a few factors: proper aligned of the photon

spin with the magnetization axis; the quality of the circular polarization achieved; and the degree of

spin polarization of the valence shell in the material.

Based on the selection rules, sum rules can be derived for both the spin and orbital moments

per atom. The spin sum rule take the following form:

ms =
µB⟨−A+ 2B⟩

C
(3.9)

where ms is the spin moment per atom, A is the intensity of L3 XMCD spectrum, B is the intensity

of the L2 XMCD spectrum, and C is a proportionality constant based on the number of holes and

the x-ray absorption intensity. The angle brackets represent the angle-average of every in-plane

sample orientation. For a polycrystalline sample, the angle-averaged value is obtained for any single

measurement angle. A and B are shown in Fig. 3.2(b). C takes the same value in both the orbital

and spin sum rules and can be determined precisely through x-ray absorption spectroscopy (XAS),
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Fig. 3.2(b). The orbital sum rule takes the following form:

mo =
−2µB⟨A+B⟩

C
(3.10)

where mo is the orbital moment per atom.

XMCD provides an invaluable tool to determine the magnetization of a sample with element

specificity and separate spin and orbital contributions. The XMCD selection rules give an illustrative

example of the power of using magneto-optical techniques with high-energy resonant probes.

3.2 High Harmonic Generation

High harmonic generation is a process whereby strong non-linear effects between the large

electric fields of a focused pulsed laser and the atomic potentials within a target medium can create

coherent pulses with energies corresponding to multiples, of five or more, of the original driving

laser energy. The target can be a gas, plasma, solid or liquid. In this thesis, I use Nobel gas targets.

Nobel gas targets produce the highest energies due to their large ionization energies (∼15-20 eV ).

By symmetry, in a gas target, only odd harmonics are produced.

3.2.1 Three-Step Model

A simple model for understanding high harmonic generation was developed by Kulander,

Corkum and Lewenstein from 1991-1994[74, 75, 76]. This model contains three steps: tunnel

ionization, acceleration and recombination, Fig. 3.3. This is known as the "three-step" or "simple

man’s model" and represents a semi-classical approach. Ionization and recombination are treated

quantum mechanically while Newtonian physics and electromagnetism are used to describe the

electron’s acceleration. One limitation of this model is that it assumes that there is only one active

electron.

The first step of the three step model is the ionization of an electron via quantum tunneling.

The potential well of the parent ion is superimposed with the asymmetrical potential gradient
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Figure 3.2: Schematic of the XMCD effect. Reprinted from [73] with permission from Elsevier.
The x-ray absorption cross-sections are different for the two orthogonal circular polarizations of
incident photons. The cross-sections calculation is based on the spin and orbital states of the core
shell (2p) combined with the spin-polarization of the available final states in the valence shell. Initial
and final states are depicted in (a), while (b) shows the corresponding x-ray absorption spectroscopy
(XAS) signal and x-ray magnetic circular dichroism (XMCD) intensities.

Figure 3.3: Three-step model of high harmonic generation. Reproduced from Kern et al.[77].
The three steps are: (A) Tunnel Ionization, (B) Acceleration and (C) Recombination.
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from the electric field of the driving laser. The ionization rate is time-dependent and ionization

is most likely to occur when the electric field of the laser is at a maximum, Fig. 3.3(a). The

rate of ionization is described by the fully quantum mechanical Ammosov-Delone-Krainov (ADK)

equation[78]. Increasing the laser intensity will increase the ionization rate until a threshold is

reached where the gas becomes over ionized. Over ionization reduces the HHG flux. In general,

tunnel ionization requires energy densities of > 1014W/cm2. Achieving these enormous energy

densities generally requires focusing high intensity ultrashort laser pulses.

After the electron is ionized, it is assumed to initially have zero velocity and then it’s acceleration

ẍ(t) can be described classically:

mẍ(t) = −eE0cos(ωt) (3.11)

where e is the electron charge, m is the electron mass, E0 is the amplitude of the electric field of the

driving laser, and ω is the angular frequency of the field. Electrons can be ionized throughout all

phases of the driving laser field oscillation. However, there is only a specific range of phases where

the electron trajectories are closed, i.e. they will return to the parent ion and have a possibility to

recombine. Solving Eq. 3.11 for electron displacement, x, one obtains:

x(t) =
eE0

mω

(
(t− ti)sin(ωti) +

1

ω
(cos(ωt)− cos(ωti))

)
(3.12)

where ti is the time during the laser cycle when the electron is initially ionized. The closed trajectories

are those where the electron returns to x(t) = 0 within a single cycle, i.e. the electron will return

to its starting location- inside the potential well of the atom. The pondermotive energy, Up, is the

time-averaged kinetic energy of the electron based on Eq. 3.12. The expression for Up is as follows:

Up =
e2E2

0

4meω2
(3.13)

By solving Eq. 3.12 for the maximum potential energy one obtains Ek,max ≈ 3.17Up. Therefore,

the maximum photon energy (ℏωcut−off ) for the HHG process is a combination of the maximum
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potential energy and the ionization potential of the atom, Ip:

ℏωcut−off ≈ 3.17Up + Ip. (3.14)

Ip depends on the choice of gas. For example, Helium has the highest Ip of the Nobel gases at 24.6

eV . Neon is the second highest at 21.6 eV . The gas choice is important for not only determining

the value of the Ip term, but also for determining the maximum allowable driving laser power where

phase-matching is achieved. This will be explored more in the discussion of phase-matching in

Section 3.2.2. Gases with higher ionization potentials can be driven harder while still achieving

phase-matching. Therefore, they can produce higher energy harmonics. This relationship between

ionization potential and the maximal phase-matched driving power is more important in determining

the cut-off energy in Eq. 3.14 then the contribution of the Ip term itself (which differs by only ∼11

eV from neon to krypton).

Aside from driving the gas medium with higher laser powers, Up can also be increased by

increasing the length of the driving wavelength. If there is a longer period of time between laser

field cycles, the electron has a longer time to accelerate before it recombines. This means that

higher energies can be achieved. This can be seen from the dependence of Up on ω in Eq. 3.13. In

this thesis, I use a Ti:Sapphire based laser system due to the excellent properties of Ti:Sapphire

for generating high intensity ultrashort laser pulses. The central wavelength from this system is

approximately 800 nm.

The three-step model can effectively predict the photon cut-off energy for a single atomic

emitter. However, it cannot explain many important aspects of HHG such as the effects of the laser

pulse’s chirp, polarization, waveform or orbital angular momentum.

The period of the three-step process is T/2 where T is the period of the driving laser. A period

of T/2 corresponds to a frequency of 2f . The lowest achievable frequency is the original frequency

itself, f , and further additions of 2f account for the observed odd harmonics.
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3.2.2 Phase-Matching

The three-step model presented in the previous section is for a single atomic emitter. However,

a full understanding of the HHG process requires the consideration of an entire cloud of atoms

interacting with the laser pulse. It is imperative that photons produced via HHG are in phase with

each other. This allows them to interfere constructively and produce a bright and coherent EUV

pulse. Phase-matching requires that the phase velocity of the EUV beam and the driving laser be

equal. Otherwise, the generated and generating beams will become out of sync and destructive

interference will ensue.

Several effective geometries have been utilized for high harmonic generation, the most simplistic

of which is a gas jet[79]. Hollow cores fibers have been shown to increase the phase-matching efficiency

of HHG[80], and are used extensively by our research group. In this thesis, a semi-infinite gas-cell

geometry will be utilized[81] which achieves a useful balance between photon flux and ease of use.

The following equation describes the phase mismatch, ∆k, between a driving laser and its

HHG beam generated in a hollow core fiber filled with gas[80, 82, 83]:

∆k ≈ q

(
u211λ

4πa2
− P (1− η)

2π

λ
(∆δ + n2) + Pηnareλ

)
(3.15)

for the qth harmonic, where u11 is the first zero of the Bessel function J0 (≈ 2.4), P is the pressure, λ

is the driving laser wavelength, a is the diameter of the fiber, η is the ratio of the number of ionized

atoms to the number of initial atoms (also known as the ionization fraction), n2 is the refractive

index at the driving wavelength per atmosphere, na is the number density of atoms, ∆δ is the

difference in the index of refraction between the driving laser and the harmonics per atmosphere

of gas, and re is the classical electron radius. To achieve phase-matching, the three terms in Eq.

3.15 must be balanced. In practice, this means careful selection of the waveguide diameter, the

driving laser intensity (which will change the ionization fraction η) and the driving wavelength (λ).

Furthermore, the gas pressure must be carefully optimized to allow the second and third terms to

balance with the first. The first term is called the geometric term as it comes from the waveguide
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geometry. The second term comes from neutral atom dispersion and the third term comes from the

free electron plasma. Phase-matching is only possible if a critical ionization level is not exceeded,

beyond that, no pressure will effectively balance all three terms.

The critical ionization level is calculated by setting the second term equal to the third term

and solving for η. This determines the critical ionization because if the second and third terms are

equal, then no pressure P will fix the phase mismatch. The critical ionization level is as follows:

ηc =

[
1 +

nareλ
2

2π∆δ

]−1

. (3.16)

Note that n2 is small and is most often neglected in the critical ionization calculation.

Lighter noble gases, e.g. He and Ne, produce the highest energy harmonics. This is because

they have the largest ionization potentials and can, therefore, be driven with greater laser intensities

without exceeding critical ionization.

One of the biggest advantages of HHG sources for time-resolved measurements (compared

to synchrotrons or XFELs) is that the same laser can be used to generate both the pump and

probe pulses. This means that there is no timing jitter between the two pulses. Therefore, the time

resolution of HHG techniques is generally superior. Furthermore, because HHG produces a comb of

different energies, absorption edges of different elements can be probed simultaneously. XFEL and

synchrotron measurements generally require separate sequential measurements at different energies.

This means that HHG measurements can avoid issues that come with trying to determine a common

time-zero between measurements of different elements. For example, HHG TMOKE measurements

on FeNi alloys identified a delay in demagnetization of Ni relative to Fe[84]. Conversely, initial

XMCD taken at the BESSY II Femtoslicing facility (synchrotron) reported no delay[85]. However,

in a follow-up study at BESSY II, where an x-ray-optical-correlator was used as a unique time

reference, the delay that was measured with HHG TMOKE was confirmed[86].
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3.3 Beamline Design

Time-resolved TMOKE measurements were performed at the X-MATTER beamline, Fig. 3.4.

The design is described in Johnsen et al.[87]. The X-MATTER beamline uses neon based HHG in

a semi-infinite gas cell to generate probing photons in an energy range of 40- 72 eV . This energy

range is ideal for measuring the M -edge of magnetic 3d transition metals. 50 fs, ∼ 800 nm pulses

with energies of up to 4 mJ , at 5 kHz, are generated using a Ti:Sapphire regenerative amplifier

(KMLabs Wyvern-1000) seeded by a Ti:Sapphire oscillator (KMLabs Griffin-5). Pump and probe

pulses are separated using a beamsplitter and measurements are made stroboscopically. The pump

delay is controlled using a retro-reflecting mirror mounted on a computer controlled delay stage.

The sample is magnetized using a projection-field electromagnet. A large portion of the beamline is

kept under vacuum (1e-4 Torr or less) to prevent absorption of EUV photons by air, oxidation of the

sample, and the formation of ice on EUV CCD detectors cooled to -60 oC. Piezo-actuated mirrors

are used to stabilize the beam pointing.

Due to the extremely nonlinear nature of the HHG process, the HHG flux is very susceptible

to fluctuations. Small changes in air currents; laser pulse energy or duration; or gas cell pressure

can have large effects on the instantaneous HHG flux. The X-MATTER beamline is designed to

monitor source noise and cancel it using a post-processing algorithm, Fig. 3.5. With this source

noise monitoring scheme, shot-noise limited measurements have been achieved[87]. This has allowed

measurements to be made with an unprecedented level of sensitivity.

3.4 Conclusion

This chapter provided an overview of the physics of magneto-optic techniques with a particular

emphasis on their applications for studying ultrafast processes. A brief overview of high harmonic

generation is given, a technique that brings coherent EUV and x-ray photons to the tabletop. The

X-MATTER beamline utilizes HHG to achieve shot-noise limited EUV TMOKE spectroscopy of

magnetic materials with excellent time and energy resolution. Without this cutting-edge equipment,



41

Figure 3.4: A photo of the X-MATTER beamline.

Figure 3.5: The layout of optics in the X-MATTER beamline. Reproduced from [87], with
the permission of AIP publishing. Source noise is monitored on the reference camera and digitally
canceled using a post-processing algorithm.
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the measurements and insights in the coming chapters would not have been possible.



Chapter 4

Ultrafast Magnetization Dynamics in Heusler Systems

Developing the next generation of spintronic devices will require a new level of manipulation

of complex materials and their spin states at short timescales. However, fully exploiting these

capabilities for more energy-efficient nanotechnologies requires a detailed understanding of the

physical mechanisms underlying nanoscale spin manipulation[88]. The interaction of ultrafast laser

pulses with magnetic materials can induce complex spin dynamics, both during and after the laser

pulse[7, 89, 44]. When combined with ultrafast extreme UV and soft X-ray probes, it is possible to

detect element-specific spin dynamics in multi-component magnetic systems[90, 91], providing rich

new information not accessible using visible light. Initial studies of laser-induced spin manipulation

assumed that changes to the magnetic state were a secondary process triggered by an initial hot

electron distribution. In this hot electron model, electrons first absorb laser photons during a

femtosecond laser excitation pulse. This is followed by electron-phonon mediated spin-flips and other

scattering processes to absorb the angular momentum and demagnetize the sample on timescales of

approximately 0.5 ps[17] or longer.

More recent studies that probe the instantaneous magnetization of different elements have

shown that much faster manipulations of spins are possible using light, on femtosecond and even

attosecond timescales. In one finding[63], a new transient magnetic state was observed in laser-excited

Ni, where a magnetic phase transition is launched within a laser pulse (<20 fs), provided the electron

temperature exceeds the Curie temperature, TC . In a second finding[92, 93], light-induced spin

transfer within the laser pulse duration was observed between two elements in the same material
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(i.e. intersite). This intersite spin transfer behavior was predicted theoretically[94, 95] and observed

experimentally in Heusler compounds[92, 95] and ferromagnetic alloys[93, 96]. Nevertheless, several

unanswered questions about the underlying microscopic processes remain: what constitutes a clear

signature of intersite spin transfer, and how do we distinguish it from other ultrafast effects such as

spin-flips, electron redistribution and demagnetization?

The aim of this chapter is to use an energy tuneable HHG probe to understand how the

signatures of spin-transfer effects manifest across the M -edges of the magnetic sublattices. This will

allow us to understand the strength and signature of spin-transfer effects, as well as how they can be

maximized. In this chapter, I study two Heusler materials which are predicted to have large intersite

spin-transfer effects: Co2MnGe and Co2MnGa. Heuslers are a popular material for spin-transfer

studies because they often have multiple magnetic sublattices and can have interesting band structure

features such as half-metallicity[95]. The half-metallicity of the Co2MnGe and Co2MnGa samples

strongly impacts the excited spin lifetimes as well as the available pathways for electronic excitations.

The Heusler compound Co2MnGe was previously measured in our research group by Tengdin et

al.[92] and a spin-transfer based enhancement of the Co magnetization was identified. However,

at the Co-edge, only one energy was probed. This provided a somewhat limited insight into the

material’s dynamics. The previous study on Co2MnGe is the motivation for this chapter where we

remeasure Co2MnGe with unprecedented energy resolution, fluence-dependence and then compare

the results with state-of-the-art theory calculations utilizing time-dependent density functional theory

(TD-DFT). Furthermore, we perform a detailed study of a very high quality Co2MnGa sample to

understand the effect of removing an electron from the unit cell as compared to Co2MnGe. In

the Co2MnGa sample, we achieved excellent agreement between theory and experiment providing

insight into the underlying ultrafast mechanisms. To help elucidate the comparison of Co2MnGa

and Co2MnGe, we also performed a study of a pure Co sample. The pure Co sample has many

available pathways for excitation in the minority spin channel- a feature it shares with the two

Heuslers samples. However, unlike the Heuslers, it is a pure element, and so it exhibits no intersite

spin-transfer effect. Furthermore, unlike the half-metallic Heuslers, pure Co is fully metallic so we
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can expect very different spin-lifetimes in the minority channel.

This chapter begins with two introductory sections: the first is an introduction to Heusler

materials and the second in an introduction to the optical intersite spin transfer effect (OISTR).

Following the introductory sections, the first half of this chapter is an extensive experimental and

theoretical study of the Heusler alloy Co2MnGa. The content of this section is adapted from Ryan

et al.[97]. We present the first time- and energy-resolved TMOKE measurements of this material. In

this section, we will disentangle the competing effects of intrasite and intersite spin transfers as well as

laser-induced demagnetization. We will make the first fluence-dependent measurements of the OISTR

effects and present the most extensive energy and time resolved measurements of spin transfer in any

material to date. The second half of this chapter is a yet unpublished expansion of the Co2MnGa

study where the transient MOKE signal of Co2MnGa is directly compared to Co2MnGe as well as

a pure Co sample. This section also contains extensive energy- and time-resolved measurements

as well as fluence-dependent results. We discover an important difference between measuring the

spin-transfer signature in conductors vs. half-metals. We also note a region of MOKE enhancement

near the zero-crossing in all three materials. This signature may be misinterpreted as an OISTR

enhancement but most likely has other origins.

Time-dependent density functional theory (TD-DFT) calculations are presented throughout this

chapter to compliment experimental measurements. Extensive details of the theoretical framework

used in the TD-DFT calculations appear in our paper published on Co2MnGa[97]. The theoretical

framework section of the paper was written by Mohamed Elhanoty who performed the TD-DFT

calculations for this chapter.

4.1 Introduction to Heuslers

Heuslers are a group of ordered magnetic compounds with a chemical formula of X2YZ for

full Heuslers, or XYZ for half-Heuslers[98]. This class of compounds is particularly exciting as it

supports a wide range of materials with excellent chemical stability, and with electronic and magnetic

properties that can be engineered based on the number of valence electrons of the constituent
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Figure 4.1: Graphic of ultrafast laser excitation and high harmonic probing of the spin
system in a Heusler compound. Image designed by Steve Burrows for the press release of Ryan
et al.[97].
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elements[99]. Heusler compounds host a number of remarkable ground states that include topological

insulators[100, 101, 102, 103], half-metals[104] and superconductors[105, 106], and are promising

candidates for technological applications such as thermoelectric[107, 108, 109, 110] and spintronic

devices[111, 112, 113, 114, 115]. The magneto-optical properties of Heuslers have been of great

interest for the past 40 years following the measurement of the largest visible Magneto-Optical

Kerr Effect (MOKE) signal on MnPtSb in 1983[116]. In addition, half-metallicity (where one spin

channel is gapped at the Fermi level while the other is partially filled and hence conducting) was

first detected in a Heusler material[117], and recent investigations have identified non-quasiparticle

states in a Heusler metal[118]. More specifically for the present investigation, Heuslers have been

the focus of many ultrafast magnetism studies. Furthermore, the half-metallicity can lead to unique

responses to optical pumping since the available excitation channels are spin selective[119]. The

ultrafast MOKE responses of Heuslers and other half-metals were first demonstrated using visible

probes[95, 120, 121, 122].

4.2 Introduction to OISTR

It was recently predicted that optical spin pumping from one metallic sublattice to a second

sublattice can transiently enhance the magnetic moment of the second metallic sublattice within the

laser pump pulse[94, 119], in a process often called optical intersite spin transfer (OISTR). Since the

origin of the OISTR effect is optical excitation from occupied to unoccupied states, this presents the

potential for few-femtosecond optical manipulation of spin states. Moreover, it might be expected

that OISTR has a particularly strong signatures in Heusler compounds because of their unique band

structure[119].

Experimentally, OISTR was previously investigated using visible MOKE in Heuslers[95],

followed by measurements with element-specific extreme ultraviolet (EUV) high harmonic probes

in the Heusler compound Co2MnGe[92] as well as FeNi alloys[93]. These initial experiments were

followed by L-edge measurements indicating transient ferromagnetism in an antiferromagnet[123].

However, in all of these studies, the OISTR-like enhancement was only observed at one specific
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probing energy, and the corresponding absorption edge was only probed at one[92, 123] or two[93]

energies. In other studies, OISTR was inferred from the respective demagnetization rates of Co and

Pt in a CoPt alloy[96] or Ni in a stack of Ni/Pt multilayers[124]. However, in both of these cases

no enhancements of the magnetic circular dichroism (MCD) were predicted or observed.

OISTR is not the only effect that can cause a transient enhancement in the magneto-optical

signal. When a femtosecond laser pulse excites a material, the electron population is redistributed

during and after the pulse. This can lead to shifts and broadening of absorption edges on the same

timescales as the laser pump pulse. These effects have been observed in experimental studies of Ni

at the M -edge using circular dichroism[125, 126] and transient absorption spectroscopy[127, 128, 8],

as well as theoretical works studying Ni[129] with circular dichroism at the L-edge. These effects

can lead to signatures that appear as transient enhancements in the MOKE or circular dichroism

signal at specific probe energies – despite the fact that there is no overall increase in magnetization

of the sample[125]. Another study[130] showed vastly different Co demagnetization rates above and

below the Co L-edge in a [Co/Pd] multilayer structure which were attributed to energy-dependent

spin-flip rates. Thus, it is critical to implement unambiguous measurements and combine with

theory in order to capture the true signature of OISTR and distinguish it from local changes in the

magneto-optical signal due to charge redistribution or spin-flips. We show below that this can be

achieved by measuring the magnetic asymmetry across the full absorption edges on the two magnetic

sublattices involved in the intersite spin transfer, and then comparing the measurements to the static

and transient asymmetry from TD-DFT.

4.3 Co2MnGa

Here we address the challenges of detecting OISTR signatures by combining the element-

specificity of extreme ultraviolet (EUV) high harmonic probes with time-dependent density functional

theory (TD-DFT) and detect a definitive signature of light-induced intersite transfer of spin polar-

ization in a Heusler compound Co2MnGa. This material can be grown in a highly-crystalline phase

with a half-metallic bandgap (Fig. 4.2(c)) and thus might be expected to support a strong optical
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intersite spin transfer effect[119]. We observe very strong enhancements of the magneto-optical

signal across the entire M -edge due to light-induced spin transfer - a behavior never observed in any

material to date. To identify specific excitation pathways, one needs to distinguish how same-site spin

transfer, intersite transfer and ultrafast spin-flips mediated by spin-orbit coupling respectively change

the magnetic moments of Mn and Co, and how these processes manifest themselves in the transient

EUV magneto-optic signal. To achieve this goal, we scan the energy of an EUV probe in order to

measure the spin dynamics across the entire M -edges of the two magnetic sublattices involved. Then,

by comparing experimental observations with theory based on TD-DFT, we uncover the relative

dominance of same-site Co−Co spin transfer (Fig. 4.2(a)), intersite Co−Mn transfer (Fig. 4.2(a)),

and ultrafast spin-flips mediated by spin-orbit coupling (Fig. 4.2(b)). Moreover, the contributions

from these different processes to the light-induced spin manipulation change as a function of time

and laser intensity. Although theoretical studies have predicted the fluence dependence of intersite

spin transfer[94, 131], no experimental studies have been published to date. By changing the pump

fluence and probe energy, we show that one can both identify and tune the competing microscopic

mechanisms underlying light-induced spin manipulation on ultrafast timescales (<100 fs). The

combination of detailed theoretical insight, excellent sample quality, and an extensive experimental

data has allowed us to demonstrate side-by-side theoretical and experimental comparisons of ultrafast

spin dynamics in complex magnetic alloys.

4.3.1 Results for Co2MnGa

Measurements were made using the X-MATTER beamline[87] in Boulder on a 20 nm-thick

epitaxial Co2MnGa film (see Ryan et al.[97] for sample growth techniques). A 40-55 fs, ∼800 nm

laser pump pulse is used to excite the sample. The resulting dynamics were probed using extreme

ultraviolet (EUV) light generated through high harmonic generation (HHG), with a pulse duration

of ∼25 fs. The transverse magneto-optical Kerr effect (TMOKE) is used to probe the magnetic

asymmetry. See Fig. 4.2 in the supplementary figures (Section 4.3.4) for a schematic.

In Fig. 4.3, we present the full energy resolved Co2MnGa asymmetry in both experiment
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Figure 4.2: The three excitation types included in the theoretical calculations, and the
ground state density of states. (A) Optical excitations within the same species (intrasite, green
dotted line) which are predominantly Co − Co minority band excitations, as well as excitations
between different species (intersite, pink dotted line). The pink shaded area indicates a final state
composed of a hybridized band with predominantly Mn character. (B) A spin-flip mediated by
spin-orbit coupling (SOC) that is induced by the laser-excited non-equilibrium charge distribution.
Such spin-flips contribute to demagnetization. (C) Calculated d-shell density of states and their
population (PDOS) with spin and element specificity. PDOS in an occupation weighted projected
density of states as outlined in the Materials and Methods section. The black dotted line is the
Fermi Energy (EF ). The y-axis is divided into two, with the positive axis containing majority spin
states and the negative axis containing minority spin states (signified with black arrows, representing
spin direction). The energy of the pump laser’s photons is represented with a pink arrow. Ga atoms
contribute very few states near the Fermi energy (not shown).
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and theory. An incident fluence of 3.4 mJ/cm2 is used corresponding to an absorbed fluence of 2.2

mJ/cm2. This absorbed fluence value (2.2 mJ/cm2) was used in the TD-DFT calculations. We

measure and model the changes following laser excitation to determine how excitations manifest

themselves across the Mn and Co M -edges. These results are shown in Figs. 4.3(b) and (c), where

we plot the experimental and theoretical asymmetries in the ground state as well as at 80 fs following

laser excitation.

The magnetic asymmetry at the Mn M -edge peak resonance (∼47-51 eV ) shows a transient

reduction in the TMOKE signal, as shown in Fig. 4.3(a). Experimental data which include more

time points for Mn energies are available in the supplementary figures Section 4.3.4, Fig. 4.7. Given

the density of states of Co2MnGa (Fig. 4.2(c)), and our excitation photon energy of ∼1.55 eV , we

attribute the transient reduction of the Mn TMOKE signal to ultrafast demagnetization processes

as well as the transfer of minority band electrons from Co, both of which reduce the spin polarization

of Mn. The transient reduction at the Mn-edge at 80 fs is also reproduced in the calculations

shown in Fig. 4.3(c), where it can be seen that the experiment and theory agree very well, both

for the static ground state as well as for the driven system. The calculations based on TD-DFT

demonstrate ultrafast demagnetization by spin-flips driven by the spin-orbit coupling (SOC)[56].

SOC mixes the spin states so that spin is no longer a pure quantum number[132]. Unlike dipole

excitations, spin-flip transitions do not conserve the total magnetization of the sample and will have

a net demagnetizing effect.

The TMOKE asymmetry signal is strongest when the probe is resonant with the energy

difference between the 3p core states and the Fermi energy. For this reason, the signals at the Co and

Mn peaks predominantly arise from excitations to valence states which are in the close vicinity of

the Fermi energy. Across the Co-edge (∼57-72 eV ), we observe a transient enhancement. However,

the size of the enhancement depends strongly on the probing EUV photon energy, as shown in Fig.

4.3(b). The pump-induced changes at two different energies (at the M -edge, and above the edge)

display maximal enhancements of approximately 5% and 14%, respectively. The changes in the

TD-DFT calculated asymmetry at similar energy regions reveal a similar trend, as shown in Fig.
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Figure 4.3: Experimental and theoretical magnetic asymmetries. (A) The experimentally
measured asymmetry in the ground state and at 80 fs following a 2.2 mJ/cm2 laser excitation.
(B) The measured transient asymmetry signals at selected energies (marked with colored vertical
lines in A) normalized by their ground state values. A depiction of the experimental pump pulse
appears below the data with an arbitrary vertical scaling. The experimental pulse is represented as
an oscillating electric field with a full width half maximum (FWHM) that was measured to range
from 40-55 fs. (C) The theoretically calculated asymmetry in the ground state and at 80 fs. (D)
The simulated transient asymmetry signals at selected energies (marked with colored vertical lines
in C) normalized by their ground state values. To simulate the measurement probe, the theoretical
dynamics were convolved with the intensity profile corresponding to a 25 fs FWHM Gaussian
electric field envelope. The unconvolved data appear in the supplementary figures (Fig. 4.13). The
theoretically modeled pump electric field, 45 fs FWHM, appears below the data with an arbitrary
vertical scaling.
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4.3(d). Indeed, the experimental and theoretical data that can be compared in Figs. 4.3(b) and (d)

demonstrate very similar features, both when it comes to the time- and energy dependence of the

transient optical asymmetry, as well as the general shape of the measured and calculated data. The

different strengths of enhancements at different probing energies can be understood by considering

that there is strong optical pumping that moves spin-polarized electrons in Co from lower to higher

energy bands. The transient Co signal at any given energy is sensitive to this redistribution of the

electron population, despite the fact that the overall spin polarization of Co is unchanged by these

intraspecies (same-site) optical excitations. Furthermore, the strength of the demagnetizing spin-flips

is also energy-dependent. The strongest spin-flip excitation occurs near the peak of the signal (60.4

eV ) as will be discussed in more detail below.

We note that although Fig. 4.3(d) depicts theoretical transient enhancements close to 30%

at 61.5 eV , the calculated change in the Co moment is only 2.5%, as shown in Fig. 4.4(c). It is

clear that the small change in the Co magnetic moment is not the only process influencing the

energy-dependent transient EUV TMOKE signals. It is noteworthy that the present investigation is

the first to measure an OISTR effect across two entire absorption edges (Co and Mn), which allows

for a much deeper analysis compared to studies with a limited number of energy probes[92, 93, 123].

This allows us to conclude that the measured transient enhancement of the magnetic asymmetry

signal is extremely energy-dependent and can be large at specific probing energies. For example,

near the zero-crossing of the Co asymmetry (59.3 eV ), the magnitude of the signal is very sensitive

to changes in the asymmetry shape, and an enhancement of greater than 100% is observed. Similarly,

probing at 71.5 eV where the energy is far above the Co peak and the absolute signal is small, one

may observe transient enhancements in the signal of over 2000%, see Fig. 4.8 in the supplementary

figures (Section 4.3.4).

The pump pulse controls the OISTR effect[131] by modifying the electron population around

the Fermi energy. This modification spans an energy range of approximately twice the pump photon

energy (or ∼3.1 eV ). To understand the potential OISTR effects within the sample, we analyze the

available states above and below the Fermi energy. Fig. 4.2(c) displays the ground state density
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Figure 4.4: Theory calculations for pump induced excitations of Co and Mn. (A) The
energy-dependent and spin-specific change in the Co occupation 70 fs after laser excitation. The
calculation of the occupation weighted projected density of states (PDOS) is explained in the
theoretical framework section of Ryan et al.[97]. A negative value signifies a depletion of electrons
compared with the ground state and a positive value signifies an increase. (B) The same treatment
is applied to Mn. Note the difference in scale for the Co and Mn PDOS. (C) The transient change
in the total magnetic moments of Co and Mn following laser excitation. This is calculated by
integrating the change in spin polarization across all energies shown in subfigures A and B. Initially,
the response of Co is dominated by spin orbit mediated spin-flips. This is followed by a dominance
of intersite spin transfer.
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of states (DOS) of Co2MnGa, where one can identify the insulating gap in the spin down channel

that gives rise to the half-metallic character. Below the Fermi energy, 3d-shell minority spins in Co

provide more occupied electronic states available for pump excitation than states in Mn. In contrast,

Mn has more available unoccupied states just above the Fermi energy. The probabilities of individual

transitions come from the dipole transitions accessible by the pump laser, as analyzed in detail in Ref.

[92]. The TD-DFT calculations access these excitations by solving the time-dependent Kohn-Sham

Hamiltonian, see theoretical framework section in Ryan et al.[97]. Based on the excitations and

depletions shown in Figs. 4.4(a) and (b), that are analyzed in detail below, we infer that excitations

from Co minority states to Mn minority states are more probable than other types of interspecies

excitations.

Moving minority spins from Co to Mn leads to an enhancement of the Co magnetization

accompanied by a simultaneous reduction in the Mn magnetization. This is consistent with the

asymmetry changes measured and modeled in Figs. 4.3(a) and (c) as well as the changes in magnetic

moment simulated in Fig. 4.4(c).

The origin of the transient changes in the theoretical and experimental magnetic asymmetry

curves can be understood through the changes in the occupation of the 3d states as depicted in Fig.

4.4. In Figs. 4.4(a) and (b), we show a snapshot of the changes in the energy resolved majority

and minority spin occupations for the 3d states at 70 fs for Co and Mn, respectively. This figure

should be interpreted as follows: a negative signal below the Fermi level indicates a depletion of

electron states at the corresponding energy, while a positive signal above the Fermi level indicates

the occupation of electron states that were empty in the ground state. As the figure shows, some of

the occupied majority and minority spin states below the Fermi level become depleted. In addition,

the previously empty states in the minority and majority spin channels above the ground state Fermi

energy become partially filled.

Several processes contribute to the behavior seen in Fig. 4.4: Co− Co spin pumping during

the pump pulse, Co −Mn spin pumping during the pump pulse, and spin-flip excitations which

exist both during and after the pulse excitation. The largest occupation increases and depletions are
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seen in the Co minority channel. From this we infer that Co− Co minority spin pumping is strong.

The quantity of Mn −Mn and Mn − Co transitions is low due to a lack of available initial and

final states with an appropriate energy separation that would be accessible to the laser pump pulse,

as shown in Fig. 4.2(c). By integrating the total change in spin polarization across all energies (Figs.

4.4(a) and (b)) we obtain the net change in moment for each element (Fig. 4.4(c)). The magnetic

moment of Co is maximally increased by 2.5% while the Mn moment simultaneously decreases by

2%. The theory predicts a transient reduction in the total number of Co minority spins accompanied

by an increase in Mn minority spins. Therefore, we infer that the main OISTR pathway in this

material is Co to Mn minority spin pumping. The calculated ground state moments for this sample

are 2.72 µB per Mn atom, 0.77 µB per Co atom, 0.06 µB per Ga atom and an interstitial moment

(not associated with any specific element) of -0.04 µB per unit cell. We note that while there are

twice as many Co atoms as Mn atoms, the Mn atoms carry a magnetic moment more than three

times as large as Co. This means that although the calculated percentage enhancement in Co is

larger than the corresponding percentage decrease in Mn, the sample exhibits a net demagnetization.

To separate the fingerprints of the SOC-mediated spin-flips and spin transfer processes in the

simulated dynamics, we make use of the time-varying amplitude of the simulated laser pulse. As the

strength of the laser pulse changes, the signatures of each process appear in specific time and energy

windows within the TMOKE spectra. To demonstrate this, we plot the theoretical asymmetry curves

at 40 fs, 80 fs, and 100 fs, see supplementary figures (Section 4.3.4) Fig. 4.9.

At early times (e.g., the first 50 fs), while the incident electric field from the pump laser is

still weak, the dynamics are dominated by SOC-mediated spin-flips. The laser excites electrons

from regions located around the atomic nuclei (i.e. muffin-tin regions) to the interstitial region

between atoms. In the interstitial regions, electrons are more delocalized, and spin-orbit effects are

weaker[56]. The excitation of electrons from the muffin tin regions to the interstitial regions creates

a non-equilibrium distribution of electrons. This non-equilibrium distribution induces spin-flips in

the regions with the strongest spin-orbit coupling, i.e. electrons near the Fermi energy in the muffin

tin region[56, 57]. Because this effect is strongest close to the Fermi energy, the spin-flips manifest
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themselves as a reduction in the intensity of the asymmetry signal, seen most strongly at the Co and

Mn peaks (∼60.4 eV and ∼49 eV ). The spin-flip signature in the asymmetry peaks is apparent in

times between 0 – 50 fs, see supplementary figures (Section 4.3.4) Fig. 4.9. These spin-flips account

for the reduction in Co magnetic moment seen in Fig. 4.4(c) on the same timescale.

At subsequent times (50-80 fs), as the incident electric field of the pulse grows, spin transfers

start to out compete the spin-flips. The spin transfers manifest themselves as an enhancement of

the asymmetry across the entire Co-edge, and a small reduction of asymmetry at the Mn-edge, see

supplementary figures (Section 4.3.4) Fig. 4.9. The small size of the reduction at the Mn peak is

consistent with the small OISTR induced moment change (2.0%) as depicted in Fig. 4.4(c). Optical

excitations in the spin minority channel of Mn are mostly suppressed due to the optical gap, as

shown in Fig. 4.2(a). After the maximum of the pump laser has passed, e.g. after 80 fs (see

supplementary figures (Section 4.3.4) Fig. 4.12), the calculated TMOKE spectra show a relaxation

of the electrons that were excited by spin transfers, and we therefore see a decay in the asymmetry

at the Co-edge. After the pump pulse excitation ends, spin-flips dominate once again.

The dominance of spin-flips at early timescales that is predicted by theory (shown in Fig.

4.4(c)) appears only very weakly in the experimental data of Fig. 4.3(b). This is attributed to

a smearing of the response by the 25 fs EUV probe pulse. Indeed, when the theoretical data is

convolved with the EUV probe pulse (as shown in Fig. 4.3(d)), we also do not observe strongly

negative signals at early timescales. However, for the unconvolved data which appears in the

supplementary figures (Section 4.3.4), Fig. 4.13, negative values at early times are clearly observed.

At the Co asymmetry peak, there is strong competition between optical excitations, OISTR,

and spin-flip effects. The MOKE signal enhancement at the resonance peak is diminished in

comparison with the off-resonance regions where the OISTR and optical excitations dominate, as

shown in Figs. 4.3(b) and (d). This competition is experimentally exemplified in Fig. 4.5 where we

show the fluence dependence at the Co peak (60.4 eV ). These results show the first experimentally

measured fluence dependence of OISTR.

Theoretical predictions[131] indicate that the strength of the OISTR effect should be propor-
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Figure 4.5: The fluence dependence of the MOKE asymmetry signal measured at the Co
peak. The Co peak is probed using 60.4 eV photons. The magnitude of the transient enhancement
increases with increasing fluence up to 1.0 mJ/cm2. Above 1.0 mJ/cm2 it is diminished due to
competition between demagnetization pathways and OISTR effects. The listed fluences are the
absorbed fluences.
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tional to the fluence of the pump laser. At low fluences (<1.0 mJ/cm2) at the Co peak, the transient

enhancement of the TMOKE signal increases as the fluence increases (see Fig. 4.5). However, as

the pump fluence is increased above 1.0 mJ/cm2, the transient enhancement becomes smaller and

the peak occurs at earlier times. We attribute this to the increasing dominance of demagnetization

mechanisms at higher fluences – which begin to compete with, and overcome the OISTR effects.

This is in contrast to the pre-edge and post-edge regions where optical excitations dominate over

spin-flips, see supplementary figures (Section 4.3.4) Fig. 4.10. However, the TD-DFT calculations

predict that the enhancement should continue increasing with fluence, see supplementary figures

(Section 4.3.4) Fig. 4.11. For example, with an 8.4 mJ/cm2 pump fluence, an OISTR enhancement

of the Co moment of 10% is predicted, compared to only 2.5% for a fluence of 2.2 mJ/cm2. Thus,

the theoretical model used here underestimates the strength of the demagnetizing effects at the

peak. This could be due to the fact that the theory only includes spin-flips and cannot model other

demagnetizing effects such as magnon generation, electron-phonon coupling or superdiffusive spin

currents, all of which would increase in strength with increasing pump-fluence.

4.3.2 Discussion of Co2MnGa

An ongoing topic of debate is whether the interspecies excitations involved in OISTR are

dipole allowed. We note that selection rules in solids are quite complex, as they are determined

by crystal symmetries and often involve states belonging to hybridized bands that exhibit a mixed

site- and angular momentum character[133]. Furthermore, published calculations of the optical

properties of Heuslers do not exclude transitions between bands predominantly associated with

differing species[134, 135, 136]. Moreover, in each of these cases, transitions between hybridized

bands[134, 135] , or bands from predominantly different species[136], are needed to recreate important

features in the characteristic optical response of the material.

Due to limitations on computational power, the TD-DFT framework only simulates one unit

cell of Co2MnGa. Therefore, spatial effects such as magnon generation, electron-phonon interactions

and superdiffusive spin currents cannot be included. The only demagnetization pathway that can
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be simulated is individual spin-flips mediated by spin-orbit coupling. For this reason, as discussed

above, the theoretical calculations underestimate the amount of demagnetization in the sample,

especially on the 100 fs-1 ps timescales where magnon generation becomes prevalent[15, 50, 137].

The transient enhancement of the TMOKE signal at the Co peak was quenched at lower

fluences than expected. However, at other energies across the Co-edge this was not the case, see

supplementary figures (Section 4.3.4) Fig. 4.10. We attribute this to strong demagnetization pathways

at the Fermi energy, which are not included in the TD-DFT calculations. Further evidence of this is

the fact that the Mn demagnetization signal is also underestimated by theory at all probe energies

and pump fluences. The experimental data shown in Fig. 4.3 show clear and extensive qualitative

agreement with the theoretical results that go well beyond what has previously been reported in

the literature on this topic. Nevertheless, as noted above, there are a few areas of disagreement.

For example, the pre- and post-edge regions of Mn differ in shape. We note that the TD-DFT

simulations are, for practical reasons, limited by a few key assumptions. As mentioned above, we

only had the computational power to treat one unit cell, and therefore sample imperfections are

not considered. The sample is high quality, and grown in the L21 phase. Sample growth techniques

are given in Ryan et al.[97]. However, there are many factors that could influence the behavior of a

real sample such as interfacial and thin film effects, as well as potential strain from the growth and

capping layer. Furthermore, an exact form of the exchange-correlation functional is not known and

must be approximated. To account for these approximations in the exchange-correlation functional,

the ground state and transient TD-DFT asymmetry spectra are shifted with a rigid blue shift of

0.8 eV and the intensity is scaled with a factor of 1.25 to benchmark the ground state theoretical

asymmetry with the experimental measurements.

The time evolution and response functions were calculated using an adiabatic approach. This

means that the history and memory dependence of the dynamics were ignored. Therefore, the

theoretical dynamics (Fig. 4.3(d)) are faster and more intense than the experimental dynamics (Fig.

4.3(b)). Depth dependent effects within the sample may also contribute to a slower experimental

signal. Furthermore, the experimental pump pulse duration spans from 40 to 55 fs FWHM compared
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with the theoretically simulated value of 45 fs FWHM. This is because the experimental pulse

duration of the laser changes as we tune the central wavelength in order to scan the EUV photon

energy across the M -edges.

Most importantly, we have shown here that a simplistic interpretation of the pump-induced

changes in the magnetic asymmetry as a change in the magnetic moment is not correct, since

same-species optical excitations lead to energy-dependent changes in the asymmetry curve. Fig. 4.3

shows that the transient enhancement of the TMOKE signal at the Co-edge (both theoretically and

experimentally) varies strongly with probing energy. For example, a 5% transient enhancement is

measured at 60.4 eV (on resonance) compared with a 14% enhancement measured at 62.5 eV (above

edge), as shown in Fig. 4.3(b).

Co2MnGa has been of particular interest in recent experimental and theoretical studies[138,

139, 140, 141, 142, 143] due to its topologically non-trivial band structure. Specifically, Co2MnGa

exhibits topological Weyl fermion lines and drumhead surface states[138]. There has been a recent

discussion of the need for ultrafast studies of topological materials[144]. Measuring transient behaviors

could help to characterize and control nodal structures. However, due to the large energy of the

exciting laser photons in the experiments presented here (∼1.55 eV ), we do not have an effective

scheme to sensitively measure behavior at Weyl points. In the future, a pump with a lower photon

energy could confine more excited electrons within the Weyl points. This could give more insight

into the effects of topology and surface states on ultrafast dynamics. Although the topological effects

in Co2MnGa are not addressed in the theoretical analysis in this paper, this work will serve as an

important foundation for future ultrafast studies examining the topological nature of this material,

and similar systems.

4.3.3 Conclusion

In conclusion, by implementing ultrafast EUV TMOKE at many probing energies across

the density of states of Co2MnGa and comparing with TD-DFT, we have established a unified

experimental and theoretical framework for understanding complex light-induced spin dynamics on
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very short timescales (<100 fs). A prominent finding of this investigation is that the pump-induced

change of the asymmetry of the EUV TMOKE signal can vary substantially from the changes of the

magnetic moment. In addition, we have distinguished intrasite, intersite and spin-flip contributions

to the transient TMOKE signal and their implications on the interpretation of the transient signal.

We have also made the first fluence-dependent measurements of spin transfer effects and observe that

the resonant enhancements of Co are maximized at surprisingly low fluences (1.0 mJ/cm2). The

differing fluence- and energy-dependent behaviors across the Co-edge demonstrate that experiments

claiming to observe OISTR need to probe across the entire edge to disentangle the contribution of

different microscopic processes to the magnetic asymmetry. Our extensive experiment and theory

datasets have allowed us to identify key regions of theoretical and experimental agreement along with

areas for future improvement. The theoretical simulations and experimental measurements jointly

demonstrate large energy-dependent spin transfer signals. Thus, this work sets a high standard for

theoretical and experimental agreements for ultrafast spin dynamics in alloys and provides insight

into competing microscopic mechanisms.

4.3.4 Supplemental Figures

This section contains Figs. 4.6 to 4.13 which supplement the findings of Section 4.3.
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Figure 4.6: Experimental design. The magnetized sample is excited with a near-IR pump pulse
followed by an EUV probe pulse after a time delay ∆t. The EUV probe contains a comb of energies
produced by high harmonic generation. The harmonic comb is spectrally dispersed using a diffraction
grating then detected with a CCD camera. Different harmonic energies are resonant with the
M -edges of Mn and Co. TMOKE measurements are made by comparing the intensity of light
reflected from the sample with two different sample magnetization directions (up and down) as
shown in the figure.
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Figure 4.7: Energy-dependent transient magnetic asymmetry with probing energies from
44.9 eV to 58.0 eV . The absorbed pump fluence is 2.2 mJ/cm2. The peak of the Mn asymmetry
occurs at 49.2 eV . The probing energy region from 51.5 eV to 55.0 eV lies between the Co and Mn
edges. Signals at these probing energies see a combination of high energy Mn states as well as low
energy Co states. We do not draw any conclusions from the enhancements seen in this region due to
their strongly mixed nature.
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Figure 4.8: Energy-dependent transient magnetic asymmetry with probing energies from
58.5 eV to 72.7 eV . The absorbed pump fluence is 2.2 mJ/cm2. The peak of the Co asymmetry
occurs at 60.4 eV .
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Figure 4.9: Theoretical asymmetry curves at 0 fs, 40 fs, 80 fs and 100 fs following laser
excitation from a 2.2 mJ/cm2 pump pulse (A) The asymmetry at 40 fs plotted across both the
Co and Mn edges and (B) zoomed in on the Co-edge. At 40 fs, we see a reduction in asymmetry at
the Mn and Co resonant peaks due to spin-flips. (C) The asymmetry at 80 fs and 100 fs and (B)
zoomed in at the Co-edge. At 80 fs, we see enhancements across the Co-edge due to spin transfers.
At 100 fs, the spin transfer excitations have mostly decayed and spin-flips begin to dominate once
again.

(A) (B)
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Figure 4.10: Fluence-dependent transient magnetic asymmetry measurements with five
different probing energies from 47.9 eV to 63.6 eV . The fluences given in the legend correspond
to absorbed fluence values. Around the Mn-edge, (i.e. 47.9 eV and 51.0 eV ), demagnetization
dominates at all fluences. Above and below the Co-edge at 63.6 eV and 57.2 eV, spin transfer
dominates and the signal in enhanced. At the Co-edge, 60.4 eV , there is fluence-dependent
competition between spin transfer and ultrafast demagnetization.
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Figure 4.11: The simulated transient changes in magnetic moment of Co and Mn with a
pump fluence of 8.4 mJ/cm2 Here, a large calculated OISTR effect of 10% for Co is depicted
for an 8.4 mJ/cm2 pump fluence. In comparison, the Co moment only increases by ∼2.5% for 2.2
mJ/cm2 pumping. However, we note that the simulation does not include all effects that would
contribute to demagnetization of Co such as: magnon generation, electron-phonon interactions, and
superdiffusive spin currents. For this reason, we expect that this is an overestimation of the strength
of the Co moment increase.

Figure 4.12: The theoretical definition of t = 0 relative to the time-dependent amplitude
of the simulated incident pump pulse. The theoretical time zero was chosen to maximize
agreement with the experimentally determined time zero.
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Figure 4.13: The calculated theoretical magnetic asymmetry dynamics with and without
convolving with a measurement probe. Dashed lines: the instantaneous magnetic asymmetry
calculated for two different probing energies: 60.4 eV and 61.5 eV in steps of 5 fs. Solid lines: the
same theoretical data convolved with a 25 fs FWHM probe pulse as described in the main text, Fig.
4.3(d).
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4.4 Comparison with Co2MnGe and Co

Historically, the strength of the optically-induced spin transfer effect (OISTR) has predomi-

nantly been examined in terms of the initial and final states available for pump excitation between

magnetic species within an alloy. By comparing two very similar Heusler alloys, Co2MnGa and

Co2MnGe, we find that this description is too simplistic. Time-dependent density functional

theory makes very similar predictions for the ground state magnetic asymmetries as well as the

dynamic responses of these two alloys. However, we find experimentally that the shape of their

asymmetries and the strength of their OISTR signatures differ greatly. Surprisingly, Co2MnGa

demonstrates strong laser-induced MOKE signal enhancements across the entire Co-edge while this

behavior is theoretically predicted but not observed in measurements of Co2MnGe. We compare

the two Co-based Heusler alloys to a pure Co sample. In the pure Co sample, TD-DFT predicts

strong intrasite spin-transfer based on the density of states. However, experimentally, transient

enhancements in the Co MOKE signal are only detected in a small energy window just above the

asymmetry signal’s zero-crossing. This small window of enhanced MOKE was also identified in

previous studies of Ni[19, 125] and NiFe alloys[145], indicating a wider trend. We attribute the

near zero-crossing enhancement to a transient red-shifting of the absorption edge. We attribute the

lack of spin-transfer based MOKE enhancements in the Co sample to the very short excited spin

lifetimes in this material. The Co sample has a conductive minority band compared to half-metallic

Co2MnGe and Co2MnGa which both have an insulating gap in their minority bands. Therefore,

we can expect the lifetimes of excited minority spins to be much shorter in Co as compared to the

two Heusler materials. We find that the prevalence of spin-transfer related MOKE enhancements

depends on an intricate relationship between spin-polarization, spin-lifetimes, crystalline disorder

and the density of states.

We discuss two very similar Heusler compounds: Co2MnGa and Co2MnGe. Ga and Ge are

neighboring elements on the periodic table. Heusler materials show a very strong Slater-Pauling

relationship[99]. Therefore, the addition of an extra valence electron in the unit cell of Co2MnGe as
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compared to Co2MnGa gives Co2MnGe an increased magnetic moment per unit cell of 4.94 µB as

compared to 4.06 µB for Co2MnGa[99]. Heuslers have generated a lot of recent research interest as

they have excellent chemical stability, a wide range of tuneable ground state properties and the ability

to host topological states as well as having promising applications in spintronics[112]. Our study of

spin transfer in Co2MnGa (as described in the previous section and in Ryan et al.[97]) identified

strong energy-dependent OISTR signatures in the MOKE signal. Co2MnGe was one of the first

materials used to investigate the OISTR effect with element-specificity by Tengdin et al.[92] in 2020.

Therefore, we will build on these two works by measuring Co2MnGe with improved energy-resolution

and fluence-dependence to determine whether the large and strongly energy-dependent signatures

measured in Co2MnGa are also present in the Co2MnGe. We also measure pure Co to compare

the MOKE signatures from a material where intersite spin transfers aren’t possible but same-site

spin transfers are predicted to be strong.

In the densities of states (DOS) shown in Fig. 4.14 it can be seen that both Co2MnGa (Fig.

4.14.(a)) and Co2MnGe (Fig. 4.14(b)) are half-metallic, i.e. they have an insulating gap in their

minority spin channel. Furthermore, within the energy range of the electronic excitations that could

be induced by the pump laser (1.54-1.60 eV excitations) there is a strong excitation pathway in both

Heuslers where electrons from Co minority states below the Fermi energy could be excited into Mn

minority states above the Fermi energy. This Co-Mn spin-transfer effect will transiently increase

the Co magnetization while reducing the Mn magnetization.

The experimental aim is to measure the transient MOKE signal across the M -edges of the

three samples, and identifying which parts of the signal show transient enhancements. Then, we

will investigate each of these regions and determine whether the transient enhancements in the

MOKE signal originate from intersite transfers (i.e. OISTRs), same-site spin transfers, or other

magneto-optical effects. This expansive analysis across multiple fluences and probe energy regimes

for three related magnetic materials will allow us to identify deeper trends in ultrafast magnetism.
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4.4.1 Results

As described in Section 4.3.1, a 40-55 fs, ∼800 nm pump pulse excites the sample and the

dynamics are probed with EUV TMOKE using a probe pulse with a duration of ∼25 fs.

Four samples are utilized in this study: (a) a 20 nm Co2MnGa sample grown in the L21 with

a 3 nm Si cap, (b) two 10 nm Co2MnGe samples, one grown in the A2 phase and on grown in

the B2 phase, both with a 2.8 nm Ta capping layer (oxidized) and (c) a polycrystalline 15 nm Co

sample with a 5 nm Si3N4 capping layer. A description of the Co2MnGa growth methods are given

in Ryan et al.[97]. A description of the Co2MnGe growth methods are given in Shaw et al.[146].

The A2 phase of Co2MnGe has no half-metallic bandgap. However, the bandgap is present in the

more ordered B2 and L21 phases[146]. The TD-DFT could only simulate one-unit cell and so the

effects of crystalline disorder were not taken into consideration in the calculations. Therefore, both

the Co2MnGa and Co2MnGe were simulated for the L21 phase and the Co sample was simulated

as a fully ordered HCP crystal. The specific details of the implementation of TD-DFT utilized are

described in Ryan et al.[97].

Co2MnGe has a half-metallic minority bandgap of approximately 0.54 eV [147] as seen in Fig.

4.14(b). Due to the extra electron is elemental Ge compared to elemental Ga, the Co2MnGe sample

has a Fermi energy that appears “shifted” to higher energies compared to Co2MnGa in the density

of states, Fig. 4.14. In the minority band of Co2MnGa, the energies of the bonding and antibonding

d-orbitals almost overlap with the Fermi energy[148], Fig. 4.14(a). Therefore, the half-metallic gap

in this material is commonly referred to as a pseudogap. Despite this, for both Co2MnGe and

Co2MnGe, almost perfect spin polarization is attainable at the Fermi energy[149]. The pure Co

sample (Fig. 4.14(c)) is not half-metallic and therefore has available states at the Fermi energy in

both the spin-up channel and the spin-down channel.

Previous studies of Co2MnGe[146], and isoelectronic Co2MnSi[150], have shown that the B2

phase shares a very similar DOS to the L21 phases. The disorder of the B2 phase acts to globally

smooth features seen in the DOS of the L21 phase. Additionally, in the B2 phase, there is a small



73

narrowing of the minority bandgap as compared to the L21 phase. However, the overall electronic

structure is very similar between these two phases[146, 150]. Furthermore, the magnetic damping is

similar between the B2 and L21 phases of Co2MnGe: 0.0009 for the B2 phase and 0.0005 for the

L21 phase[146]. The total magnetic moment of the two phases is also extremely similar, agreeing to

within 0.01%[146]. With these strong similarities between the B2 and L21 phases, we should expect

similar laser-induced dynamics. For this reason, conclusions drawn from TD-DFT simulations of an

L21 unit cell should still be relevant for understanding the B2 phase of Co2MnGe.

The band structure of the Co2MnGe A2 phase (full intersite disorder) is very different to

that of the L21 phase. There is no half-metallic gap because Co anti-site disorder locally destroys

the half-metallicity and reduces the spin polarization at the Fermi level[146, 151]. Furthermore,

the overall shape of the DOS has quite different features[92, 146]. The magnetic damping for the

A2 phase is 0.0075[146] which is an order of magnitude larger than the magnetic damping for the

B2 or L21 phases. Despite the differences in the damping rate between the B2 and A2 phases, a

study by Tengdin et al.[92] showed that the A2 and B2 phases of Co2MnGe exhibit near identical

demagnetization rates. This indicates that the Co2MnGe demagnetization rate is not well predicted

by either the level of disorder or the size of the minority bandgap, despite these parameters previously

being used to explain the demagnetization rate of Co2MnSi[120]. Tengdin et al.[92] measured a

dynamic MOKE enhancement at the Co-edge of the B2 phase of Co2MnGe caused by intersite

spin-transfer. However, this enhancement was not present when Tengdin et al. measured at the

same energy in the A2 phase.

In all three materials (Co2MnGa, Co2MnGe, and pure Co), there is a large number of available

states above the Fermi energy in the Co spin-down band. Therefore, we expect many excitations in

the spin-down channel associated with Co. This is confirmed by the TD-DFT calculations which

show an increased population of these states following laser excitation.

Fig. 4.15 shows the measured and calculated ground state asymmetries for the three materials.

Fig. 4.15(a) shows good qualitative agreement between the theoretical and experimental asymmetry

curves of Co2MnGa, as discussed in our previous study[97] and Section 4.3.1.
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Figure 4.14: The calculated spin-resolved projected density of states (PDOS). The PDOS
is separated by elemental contributions for the L21 phases of (a) Co2MnGa (b) Co2MnGe, and (c)
the HCP phase of pure Co. A pump excitation of approximately 1.55 eV excites electrons across the
half-metallic gaps of Co2MnGa and Co2MnGe.
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Figure 4.15: The measured and calculated ground state asymmetries. Gray bars indicate
regions where the measured asymmetry exhibits a transient enhancement following laser pumping
with an incident fluence of 3.4 mJ/cm2. The corresponding absorbed fluences are 2.5 mJ/cm2

for both Co and Co2MnGe, and 2.2 mJ/cm2 for Co2MnGa. Regions are marked with Roman
numerals. (a) The measured and calculated ground state asymmetry for a Co2MnGa L21 crystal.
Enhancements of the magnetic asymmetry in Co2MnGa are seen at a large range of energies both
above and below the Co resonant peak as shown by the gray bars. (b) The measured ground state
for the A2 and B2 crystal phases of Co2MnGe. The calculated asymmetry assumes no crystalline
disorder (L21). The gray bars indicate regions where a transient enhancement was measured for the
(more ordered) B2 phase. (c) The measured asymmetry from the polycrystalline pure Co sample
and the calculated asymmetry for an ordered HCP Co lattice.
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However, in Fig. 4.15(b) the shape of the measured ground state asymmetry of Co2MnGe

differs from what is predicted by DFT. In particular, the central energy region from 51 eV – 57 eV

exhibits a very different shape in the calculated asymmetry compared to the measured asymmetry. In

the measured signal, this energy region has a positive slope. However, in the theoretical asymmetry

the slope is negative. Furthermore, for the highest energies (region VII) the measured asymmetry

is negative. Meanwhile, the theoretical asymmetry is positive (excluding some small negative

oscillations).

The most obvious explanation for why the Co2MnGe asymmetry differs from the theoretical

calculations is that the Co2MnGe sample is more disordered (being in the B2 phase). By comparison,

the fully ordered L21 phase of the Co2MnGa sample shows better agreement with theory. However,

this hypothesis does not hold up well under further scrutiny. The B2 and L21 phases have very

similar densities of states, magnetic moments, and Gilbert damping[146]. Meanwhile, the A2 phase

has a very different DOS (no half-metallic gap), an order of magnitude higher Gilbert damping,

and very different magnetic moments per atomic site[146]. Despite this, the shape of the A2 phase

asymmetry is very similar to B2 phase asymmetry, Fig. 4.16(b). The main difference between the

measurements of the A2 and B2 phase asymmetries is the relative heights of the Co and Mn peaks,

Fig. 4.16(b). This difference is expected based on the calculated magnetic moments per atomic site

of the A2 and B2 phases. The magnetic moment for Co is approximately 25% higher for the B2

phase compared to the A2 phase, but 60% lower for Mn[146]. In comparison, the differences in the

calculated moments for Mn and Co between the B2 and L21 phases are less than 2%[146]. Therefore,

if the difference between the theoretical asymmetry curve and the measured B2 asymmetry curve is

due to disorder, we should expect a much larger difference in the asymmetry curves between the A2

and B2 phases (other than just a change in the relative heights of the peaks).

In Fig. 4.15, every region where a transient enhancement in the MOKE signal was measured

is highlighted in gray. Transient enhancements measured in the MOKE signal have previously been

used as a signature of the OISTR effect[92, 93]. However, enhancements have also been measured in

pure elements in specific energy regimes[19, 125, 145]. Therefore, we must disentangle the origins of
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these enhancement signatures by comparing the behavior of the three samples alongside simulations

from TD-DFT. This will allow us to determine the strength of the spin-transfer effects in each of the

three materials.

We note that in all three samples, we see specific behaviors occurring around the zero-crossing

below the Co peak (i.e. in the 55-60 eV range). For each of the three samples, we see a region

of transient MOKE enhancement just above the zero-crossing and a region of transient decrease

just below the zero-crossing. In the case of Co2MnGa, this manifests as an isolated region of “no

enhancement” just below the zero-crossing as shown in Fig. 4.15(a) region III. For the Co2MnGe

and pure Co samples, this leads to isolated regions of enhancements above the zero-crossings in

Figs. 4.15(b) region IV and (c) region II, respectively. In the pure Co sample, region II (above

zero-crossing) is the only region of enhancement. A typical signal from region II (at a probe energy of

57.4 eV ) is depicted in Fig. 4.16(c). In all three samples, the enhancement in this energy regime can

be explained by a red-shifting of the zero-crossing. In the vicinity of the zero-crossing, the asymmetry

curve is steep and the absolute magnitude of the MOKE signal is small. If the zero-crossing shifts to

lower energies (i.e. redshifts), then the absolute magnitude of positive valued asymmetries will be

increased, and the absolute magnitude of negative valued asymmetries will be reduced.

Several previous works have identified red-shifting of the magneto-optical signal following

laser excitation and have explained the possible mechanisms[8, 125, 126, 127, 129, 128]. Previous

studies have shown transient enhancements measured in pure Ni in the regime just above the zero-

crossing[19, 125, 145]. Similarly, multiple OISTR studies have identified a transient enhancement of

Ni in an FeNi alloy but only at energies just above the zero-crossing[145, 93]. Furthermore, one

such study[145] found that when the angle of incidence of the probe was changed this shifted the

zero-crossing energy from below the probe energy to above the probe energy. At angles where the

zero-crossing was above the probe energy, enhancements were replaced with very fast reductions

in asymmetry. This agrees with the measurements in this study. For example, for Co2MnGe, in

Fig. 4.22, we see a very rapid decrease in the MOKE signal at 58.3 eV (below zero-crossing) and a

very rapid enhancement in the MOKE signal at 58.5 eV (above zero-crossing). One study measured
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Figure 4.16: Examples of transient MOKE signals from the regions of enhancement
that were highlighted in gray in Fig. 4.15. Roman numerals correspond to regions marked
in Fig. 4.15. The incident laser fluence was 3.4 mJ/cm2. The corresponding absorbed fluences
were 2.5 mJ/cm2 for both Co and Co2MnGe, and 2.2 mJ/cm2 for Co2MnGa. (a) The transient
asymmetry signal of Co2MnGa with two different probing energies from the two distinct regions
of the enhancement. (b) The transient enhancements of the asymmetry signal for the B2 phase of
Co2MnGe from three distinct regions. (c) Enhancements in Co were only observed in a very narrow
region of energies near the zero-crossing. One such signal from this region is depicted.
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the OISTR effect in the conductor CoPt. In this case, the zero-crossing regime wasn’t specifically

probed, and no transient enhancements were detected[96]. In the CoPt study, the OISTR effect

was inferred based on demagnetization rates[96]. In fact, the half-metallic Heuslers Co2MnGe and

Co2MnGe[92, 97] appear to be the only alloys where energy-resolved spin-transfer based MOKE

enhancements have been measured away from the zero-crossing. This leads us to the conclusion that

half-metals may be uniquely capable of sustaining excited OISTR electrons long enough to induce a

measurable enhancement in the MOKE signal. Minority spins excited above a half-metallic gap are

“trapped” by the insulating gap. Meanwhile, in conductors, we expect optically excited electrons

to rapidly scatter back to lower energy states. Transient MOKE enhancements with visible probes

(non-element specific) have also been seen for half-Heuslers[95].

Outside of the zero-crossing region, the Co2MnGa sample shows enhancements across every

energy associated with Co, Fig. 4.15(a). This experimental observation agrees with predictions from

TD-DFT which also show an enhancement across the Co-edge, Fig. 4.18. The Co enhancement

comes from the transfer of minority Co spins to Mn, i.e. an OISTR effect between Co and Mn.

Fig. 4.4 shows typical dynamic MOKE signals taken from the “regions of enhancement” marked in

gray bars in Fig. 4.15. In Co2MnGa (Fig. 4.16(a)) there is a small enhancement at the Co signal

peak (60.4 eV ) i.e. region IV. There is a much larger enhancement in the MOKE signal in region II.

Region II is mixed between high energy Mn character and low energy Co character unlike region IV

which is predominated by Co contributions.

The broad range of regions of enhancement observed in Co2MnGa was not observed for the

Co2MnGe B2 phase sample, Fig. 4.15(b). In Co2MnGe, enhancements were also predicted across

the entire Co-edge from TD-DFT. However, enhancements were only seen in a narrower selection

of energies. The largest region of enhancement in Co2MnGe was region VI which corresponds to

positive asymmetries above the Co peak. There is no enhancement in adjacent region VII (where

the signal is negative), or at the Co peak itself, region V. There is an additional narrow regime of

enhancement at around 55 eV , region II. Region II is between Mn and Co and most likely contain a

mixture of contributions from each. Region IV is the regime of near zero-crossing enhancements as
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discussed above.

Typical signals for each of the regions of enhancement in Co2MnGe are given in Fig. 4.16(b).

One possible explanation for the Co-edge MOKE enhancements being weaker in Co2MnGe compared

to Co2MnGa may be due to increased spin-orbit coupling (SOC) in Co2MnGe. Spin-orbit coupling

mixes spin-up and spin-down bands and makes scattering between them more probable. SOC reduces

the lifetime of excited minority spins as it allows spins in the minority band to be scattered into the

majority band. Increased SOC based scattering could prevent laser excitations from inducing a strong

population build-up above the Fermi energy. It is predicted that Co2MnGe has approximately twice

the orbital moment per unit cell of Co2MnGa[152]. Furthermore, the additional valence electron

in the Co2MnGe (relative to Co2MnGa) pushes the Fermi energy higher and this means that

the available states in the minority band are closer to the Fermi energy where spin-orbit coupling

effects are stronger[56]. In the TD-DFT calculations of Co2MnGa, spin-transfer based MOKE

enhancements weren’t as strong at the Co peak compared to other regions. This was attributed

to increased SOC based spin-flips at the Co peak due to its proximity to the Fermi energy. This

is discussed in Section 4.3.1. Therefore, with available states in Co2MnGe being closer to the

Fermi energy, we might expect that demagnetizing effects could fully overwhelm spin-transfer based

enhancements to the point where no enhancements are detected at the Co peak.

To verify that we were not in the wrong fluence regime for detecting enhancements we measured

at several different fluences as shown in Fig. 4.17. For each sample, fluence-dependent data was

taken with the harmonic comb tuned on resonance with the Co peak (60.4 eV for Co2MnGa and

60.3 eV for both Co2MnGe and pure Co). For all three samples, as the fluence was increased, the

demagnetization increased, Fig. 4.17.

Enhancements at the Co-peak of Co2MnGa saturate at around 1.0 mJ/cm2, Fig. 4.17(a), as

described in our recent study of Co2MnGa[97].

No enhancements are detected at the Co peak for any of the measured fluences on either the

Co2MnGe sample or the pure Co sample, Figs. 4.17(b) and (c). At an absorbed fluence of 1.0

mJ/cm2, almost no change is measured in the Co2MnGe MOKE signal following laser pumping.
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Figure 4.17: Fluence dependence at the peak of the Co signal for the three samples. The
fluences given in the legend correspond to absorbed fluence values. (a) The Co peak (60.4 eV ) shows
a transient enhancement in Co2MnGa. This enhancement is quenched at higher fluences. (b) At
the Co peak in the B2 phase of Co2MnGe (60.3 eV ), there are no perceptible dynamics with 1.0
mJ/cm2 pump fluence. However, as the fluence is increased, the demagnetization increases. No
enhancements are seen at any fluence. (c) In the pure Co sample, the demagnetization increases
with increasing fluence but no enhancements are seen at the peak asymmetry peak (60.3 eV ) at any
fluences.
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However, this relatively static MOKE signal may contain competing effects from the spin-transfer

and demagnetization pathways. While Co2MnGe exhibits less demagnetization that Co at 1.0

mJ/cm2, it exhibits a much larger percentage demagnetization at a fluence of 3.6 mJ/cm2. This is

evidence that there could be competing effects in the Co2MnGe signal which gives a more complex

fluence dependence compared to the pure Co sample in which the percentage demagnetization follows

a more linear trend with increasing fluence. Co2MnGe has a Curie temperature, TC , of 905 K[153]

which is higher than that of Co2MnGa at 694 K[153] but not as high as bulk Co at 1403 K[154].

The theoretical regions of enhancement of Co2MnGa and Co are shown in Fig. 4.18. In Fig.

4.18(a) there is good agreement between the experimental regions of enhancement (depicted with

gray bars) and the theoretical time-dependent enhancements (depicted with solid lines). Fig. 4.18(b)

shows a broad range of energies above the zero-crossing where there are theoretical predictions

of transient enhancements of the pure Co MOKE signal. However, the experimental range of

enhancements (shown with a gray bar) is much more restricted. The TD-DFT generally under-

predicts the strength of demagnetizing and scattering effects, as described in more detail in Section

4.3.2. Therefore, the enhancements predicted for certain energy regions of Co2MnGe and Co due to

spin-transfers were often not present in the measurements.

4.4.2 Discussion

We have demonstrated that, much like Co2MnGa, the strength of the MOKE enhancements

in Co2MnGe have a strong energy-dependence. Furthermore, in Co2MnGe, no enhancements are

seen at the Co peak itself. This leads us to dispute some of the claims in the original Co2MnGe

spin transfer study[92], specifically the claim that the Co moment grows by 10%. The measured %

MOKE enhancement is very different for each probed energy. The absorbed pump fluence used in

the Co2MnGe measurements and TD-DFT calculations was 2.5 mJ/cm2 (which is similar to the

value used in the original paper of 2.4 mJ/cm2). The calculated % increase in the Co moment from

TD-DFT is only a few percent. Furthermore, the TD-DFT predict of the Co moment increase is

most likely an overestimation since TD-DFT underestimates the strength of demagnetizing effects.
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Figure 4.18: The absolute enhancements in the theoretical asymmetries. Enhancements are
given for two samples: (a) Co2MnGa and (b) pure Co.

(a)

(b)

Co2MnGa

Co
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We note that the sample used for the Co2MnGe measurements was part of the same sample series

as the one used by Tengdin et al.[92] and should have similar characteristics[146]. Furthermore, data

from the Co2MnGe without any energy shifting of the driving laser was in good agreement with the

original work as demonstrated in our X-MATTER beamline design paper[87].

The pure Co sample showed a MOKE enhancement in the energy region just below the Co

peak, near the zero-crossing. This was in agreement with similar observations from M -edge studies

of Ni and FeNi samples. No enhancements were seen elsewhere Co sample despite predictions of

strong same-site transfers in the spin down channel of Co. We postulate that spin-transfer based

MOKE enhancements may not be measurable in conductors with the pump and probe durations

used in this study. In metallic samples, excited electrons can rapidly scatter to lower energy states.

However, in half-metallic samples such as Co2MnGa and Co2MnGe, excited minority spin lifetimes

are extended by the insulating gap. The extended lifetimes give an opportunity for a measurable

spin-transfer signal to build throughout the pulse duration.

It is observed that enhancements near the zero-crossing, due to spectral red-shifting, are

common across many materials. This was observed for the three materials in this study as well

as being replicated in many other ultrafast studies. This signature may be misinterpreted as a

spin-transfer effect.

4.4.3 Conclusion

In conclusion, by taking comprehensive energy tuned EUV TMOKE data on the three samples,

Co2MnGa, Co2MnGe and pure Co, and comparing the measurements with TD-DFT calculations,

we are able to identify key energy regions of transient MOKE enhancements which we attribute to

spin transfers as well as red-shifting effects. MOKE enhancements in Co2MnGe were less pronounced

than in those in Co2MnGa which we attribute to increased SOC strength in the Co2MnGe sample.

While intersite spin-transfer effects are not possible in pure Co, strong intrasite spin-transfers were

expected in the minority channel. However, enhancements in pure Co were not observed outside of

the zero-crossing regime. We hypothesize that excited spin-lifetimes in conductors are too short for
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spin-transfer based enhancements to be measurable for a 10’s of femtoseconds duration of the pump

and probe pulses.

4.4.4 Supplemental Figures

This section contains Figs. 4.19-4.23 which supplement the findings of Section 4.4. For the

pure Co sample, fluence-dependent curves at additional probing energies (aside from those at the

Co-peak shown in Fig. 4.17) aren’t given, unlike the other two samples. This is because the data

quality at other energies was not sufficient to distinguish meaningful trends. Fluence-dependent

curves for Co2MnGa appear earlier in this chapter in the Fig. 4.10. Fluence-dependent curves for

Co2MnGe are given in this section in Fig. 4.23.
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Figure 4.19: Energy-dependent Co dynamics from to 42.4 eV to 59.3 eV . The incident laser
fluence was 3.4 mJ/cm2 corresponding to an absorbed fluences of 2.5 mJ/cm2.
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Figure 4.20: Energy-dependent Co dynamics from to 59.8 eV to 72.6 eV . The incident laser
fluence was 3.4 mJ/cm2 corresponding to an absorbed fluences of 2.5 mJ/cm2.
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Figure 4.21: Energy-dependent Co2MnGe dynamics from to 42.6 eV to 57.3 eV . The
incident laser fluence was 3.4 mJ/cm2 corresponding to an absorbed fluences of 2.5 mJ/cm2.
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Figure 4.22: Energy-dependent Co2MnGe dynamics from to 58.3 eV to 71.4 eV . The
incident laser fluence was 3.4 mJ/cm2 corresponding to an absorbed fluences of 2.5 mJ/cm2.
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Figure 4.23: Fluence- and energy-dependent Co2MnGe dynamics. The fluences given in the
legend correspond to absorbed fluence values.
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4.5 Experimental Design

Measurements were made at the X-MATTER beamline[87]. Ultrafast pulses from a regenerative

Ti:Sapphire amplifier are split and simultaneously used as a ∼800 nm pump and EUV probe produced

using HHG. The energy of the probe was tuned using a combination of three different methods:

firstly, by tuning the central wavelength and bandwidth of the seed pulse into the amplifier; secondly,

by applying gain flattening filters to the seed pulse to redshift the resultant amplified pulse; and

thirdly, by applying chirp (second order dispersion) to the pulse to preferentially involve certain

wavelengths in the high harmonic process. We note that small energy changes in the driving laser

result in relatively much larger changes to the probe energy due to the additive nature of HHG. Since

we do not have independent control over the pump pulse we must consider how this engineering

of the driving laser impacts the pump parameters. The pump pulse compressibility is impacted

when we detune from the amplifier’s central energy using the three techniques described above. This

results in a range of pump pulse durations from 40 fs to 55 fs depending on the required probe

energy. Furthermore, the brightest wavelength of the pump exists in a range from 775 nm-805 nm

depending on the required probe energy. Since these changes to the pump pulse are minimal, for the

purpose of theory and interpretation, we use an 800 nm (1.55 eV ) pump with a 45 fs duration for

all calculations. However, we note that the experimental range of pump energies from 1.54 eV to

1.60 eV will have some impact on the allowable pump transitions, especially across the bandgap

in the minority channel. The experimental time zero was determined by detecting any change in

the magneto-optical signal that indicates the onset of the pump pulse. The entire harmonic comb

is measured simultaneously by the CCD chip. This means that time-dependent data at both the

Mn-edge, Co-edge, as well as all the energies in between, can be considered when determining time

zero. A change in the magneto-optical signal (i.e. time zero) is defined as an increase or decrease

(relative to the ground state) which falls outside the ±1 standard deviation error bars for one or

more of the harmonic orders. The theoretical time zero was chosen to maximize correspondence

with the experimental data. The definition of the theoretical time zero relative to the pump pulse
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is shown in the supplementary figures, Section 4.3.4, (Fig. 4.12). More specific details of the

X-MATTER beamline are described in our recent design paper[87], and a brief schematic appears in

the supplementary figures, Section 4.3.4, Fig. 4.6.

4.6 Future Work

We have recently received heterostructure samples where a Co2MnGa layer is magnetically

coupled to a thin Ni layer. These samples were grown by Dr. Edouard Lesne from the Max Planck

Institute for Chemical Physics of Solids. This project will build on the work of Turgut et al.[16]

who studied transient superdiffusive spin currents pumped between thin Ni and Fe layers. In

Turgut et al.’s study, the MOKE signal of the Fe layer could be transiently enhanced or reduced

by injecting a spin current generated by ultrafast excitation in the Ni layer above. The Fe MOKE

signal either transiently increased or decreased depending on whether the Ni and Fe were coupled

ferromagnetically or antiferromagnetically. We have designed the samples with different thicknesses

of the Cu spacer layer (1-2 nms) to induce both ferromagnetic and antiferromagnetic coupling based

on the RKKY interaction. The samples consist of Co2MnGa/Cu/Ni/Si where Si is the capping

layer. The Co2MnGa is 20 nm thick which is the minimum thickness in which the L21 phase

can be grown. The Ni layer is 5 nm. The Ni layer is kept thin to allow the probe to penetrate

through to the Co2MnGa layer underneath. The purpose of this sample series is to observe laser

induced superdiffusive spin currents being pumped from the Ni layer into the Co2MnGa layer. The

use of Co2MnGa will be especially interesting for this study as its half-metallicity will make it a

highly spin-selective acceptor of current. Therefore, the spin transport should be very different

when comparing the ferromagnetically coupled heterostructure to the antiferromagnetically coupled

heterostructure. Furthermore, M -edge TMOKE measurements should be able to probe the Ni, Co

and Mn-edges simultaneously to build a very detailed picture of the spin transport dynamics.
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4.7 Conclusion

This chapter provides a valuable insight into the much debated topic of spin-transfer effects in

Heuslers. We present a unified theoretical and experimental demonstration of spin-transfer signatures

across the M -edges of Co, Co2MnGa and Co2MnGe. This is the first study of spin-transfer on

Co2MnGa and the best energy and time-resolution ever presented for ultrafast measurements of

each of the three samples. Furthermore, we have performed the first fluence-dependent measurements

of the OISTR effect. Interestingly, the OISTR effects appear to saturate at much lower fluences

than those predicted by theory. The Co2MnGa sample showed very strong enhancements across the

entire Co M -edge. The enhancement signature was very large compared to what has been measured

in previous studies of other alloys. We note that the Co2MnGa sample shows an excellent level of

agreement between measurements and TD-DFT simulations. Uniting theory and experiment allowed

us to disentangle microscopic contributions from both intersite and intrasite spin-transfers as well as

spin-flips. Conversely, the agreement between TD-DFT and EUV TMOKE measurements of Co and

Co2MnGe were more limited.

We note that the amplitudes of the transient TMOKE enhancements are extremely energy-

dependent for all three samples. Therefore, conclusions about the strength of spin-transfers cannot

necessarily be drawn from a measurement with a single probing energy. We note a general trend across

many studies (including the three materials in this study) where there is a region of enhancement

just above the M -edge zero-crossing. This enhancement is most likely caused by edge-shifting effects

and not by spin-transfers. The measured enhancements of Co2MnGe and Co were fewer, and

smaller, than what was predicted. The differences were attributed to decreased lifetimes for excited

spins in the Co and Co2MnGe samples relative to the Co2MnGa sample. We hypothesize that the

Co2MnGe enhancements were weaker due to the proximity of the excited states to the Fermi energy

where SOC is stronger.



Chapter 5

Spin Reorientation Transitions

TbMn6Sn6 (Tb166) is a ferrimagnetic material which exhibits a highly unusual phase transition

near room temperature where spins remain collinear while the total magnetic moment rotates from

out-of-plane to in-plane. The mechanisms of this phenomenon have been studied in the quasi-static

limit and the reorientation has been attributed the competing anisotropies of Tb and Mn, whose

magnetic moments have very different temperature dependencies. In this chapter, I present the

first study of TbMn6Sn6 to measure the spin-reorientation transition on its intrinsic timescales.

We identify a range of fluence-dependent behaviors that display competing timescales between

the spin-reorientation and the dissipation of thermal energy from the spin bath. By comparing

experimental measurements with a theoretical model, the mechanism and timescales are explored.

5.1 Introduction

5.1.1 Introduction to Tb166

There has been a recent increase in interest in the field of ferrimagnetic spintronics[155],

as well as ferrimagnetic spin reorientations, due to the potential application in stress-mediated

magnetoelectric memory cells (MELRAMs)[156, 157]. A recent study[158] of the Kagome ferrimagnet,

TbMn6Sn6, has extensively investigated the nature of its spin reorientation transition at 309 K

(TSR), Fig. 5.1(c). Kagome refers to the lattice structure of corner-sharing triangles which resembles

interwoven stars, Fig. 5.1 (b). Ferrimagnetic refers to the anti-parallel alignment of rare-Earth

Terbium atoms and transition metal Manganese atoms within the material. As the temperature
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is increased through TSR, the magnetic moment rotates from out-of-plane to in-plane due to the

competing anisotropies of the Tb and Mn magnetic sublattices. TbMn6Sn6 has also generated

recent interest because it may support quantum-limit Chern topological magnetism[159].

In this chapter, through joint measurement and modeling, we will identify the underlying

timescales of ultrafast anisotropy-dependent spin reorientation and demagnetization in TbMn6Sn6.

Spin reorientations have been studied for many years: the first phenomenological model of

spin reorientations due to temperature-dependent anisotropy was proposed in 1968[160]. The spin

reorientation transition is a first-order phase transition where, when the temperature is increased above

TSR, the magnetic moments spontaneously rotate from out-of-plane to in-plane. The ferrimagnetism

is governed by an indirect exchange between Mn moments mediated by anti-aligned Tb moments.

The spin reorientation arises due to the competing anisotropy of the Tb, which has easy-axis

anisotropy, and the Mn which has easy-plane anisotropy[158]. As the sample is heated towards

the Curie temperature, TC , the Tb moment drops off more rapidly than the Mn moment. This is

because the ferromagnetic indirect Mn−Mn exchange produces a stronger molecular field than the

molecular field that is experienced by the Tb moments. Resultantly, at temperatures in the range of

100 K below the Curie temperature (i.e TSR), the Mn anisotropy out-competes the Tb anisotropy

and this spontaneously pulls the magnetic moment in-plane, while preserving the ferrimagnetic

alignment between the Tb and Mn spins.

3d transition metals (TMs) have been measured to have very fast, few 100 fs, demagnetization

rates[7, 44]. However, 4f rare-Earth magnets (REs) demagnetize at a much slower rate in a two-step

process[44, 161] . For example, both Gd and Tb initially demagnetize at a rate of 750 fs followed

by a much slower secondary demagnetization with a rate of, 40 ps for Gd, and 8 ps for Tb[161]

respectively. However, demagnetization times of RE moments in RE-TM alloys can be as fast as those

of pure TMs[162]. Several studies have investigated the ultrafast demagnetization of multi-element

alloys containing both RE and TM magnetic sublattices[162, 163, 67]. It has been proposed that the

ferrimagnetic alignment of the magnetic sublattices in RE-TM alloys allows spin angular moment to

be transferred between the 3d and 5d moments leading to a faster demagnetization of both the RE
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and the TM[164]. Due to this mechanism, demagnetization times for RE-TM alloys were found to

be fastest when the excitation brought the system in the vicinity of the compensation temperature

(Tcomp), where the RE and TM moments are equal and opposite, rather than the Curie temperature

(TC)[162] -where we might expected demagnetization to be maximal. In TbMn6Sn6, there is no

compensation temperature. This is because the Mn sublattice always carries a higher moment[158],

due to the 6:1 ratio of Mn atoms to Tb atoms (despite Tb carrying a larger magnet moment per

atom). Nevertheless, we may expect demagnetization times for Tb166 to be quite fast compared to

pure Tb.

To determine the timescales of spin reorientation and demagnetization, measurements of

time-dependent sample magnetism were performed at the X-MATTER beamline[87] in Boulder. A

Ti: Sapphire regenerative amplifier was use to drive high harmonic generation (HHG) in a neon

gas medium. This produced a comb of harmonic probing energies in the extreme ultraviolet (EUV)

range. Energies in the HHG comb were spectrally dispersed using a diffraction grating and the

intensities were recorded on a CCD chip. The EUV light resonantly probed the in-plane Mn moment

at the M -edge (47.2 eV ) using the transverse magneto-optical Kerr effect (TMOKE). Dynamics

were measured stroboscopically using pump-probe techniques. Sample dynamics were excited using

pulses from the Ti: Sapphire laser with a 780 nm central wavelength, 40 fs duration pulses and a 5

kHz repetition rate. The pump spot had 1/e2 radii of 316 µm by 535 µm. The probe spot had a

1/e2 radius of approximately 40 µm.

The magnitude of the in-plane Mn magnetic moment was determined by calculating the

TMOKE magnetic asymmetry which was based on differential intensity measurements with applied

fields of 185 ± 15 mT in-plane and a p-polarized incident beam at near-Brewster.:

A(t) =
I+(t)− I−(t)
I+(t) + I+(t)

(5.1)

where A(t) is the magnetic asymmetry signal, I+(t) is the time-dependent reflectivity of the sample

with an applied field of +185 mT and, I−(t) is the time-dependent reflectivity of the sample with an
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Figure 5.1: Introduction to TbMn6Sn6. Figure reproduced from [158]. (a) The crystal structure
of Tb166. J1 and J2 represent exchange constants between different layers of Mn while JTb−Mn is
the exchange constant between the Mn and Tb layers. (b) The Kagome lattice. This is a top view
of the crystal depicted in (a). (c) The sample magnetization, M , measured along two different axes,
normalized by the applied field B as a function of temperature. The applied field is 0.1 T . The
in-plane and out-of-plane signals change rapidly as the sample goes through the spin-reorientation
transition. The Tb and Mn spin orientations before and after spin-reorientation are shown in the
two inset diagrams. (d) The electrical resistivity as a function of temperature. The spin-reorientation
appears as a small kink in the resistivity curve at 309 K. The inset shows the temperature derivative
of the resistivity. The spin reorientation creates a large spike.
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applied field of -185 mT . More details of the magnetic asymmetry measurement and the X-MATTER

beamline appear in Section 3.1 and Johnsen et al.[87]

Single crystals of TbMn6Sn6 were grown by self-flux methods as described by Jones et al.[158].

The magnetic asymmetries measured on this sample were, approximately, 10 – 100 times smaller

than many typical samples conventionally measured with EUV TMOKE (e.g. Fe, Ni, Co, Py, etc.).

These measurements were made possible by the excellent stability of the X-MATTER beamline[87].

5.1.2 Introduction to Magnetic Switching and Spin Precession

Magnetization reversal refers to the process by which a sample magnetization, M, rotates

180o from one stable orientation along the easy-axis to a stable anti-parallel orientation along the

easy axis. This process is of particular relevance to magnetic storage where bits must be written

accurately and efficiently to a disk. For example, in the case of perpendicular magnetic recording

(PMR), bits within the magnetic platter must be magnetized in the up or down direction using an

electromagnetic writing element.

The torque T on a magnetic dipole moment m in a field H is given by:

T = m×H (5.2)

One might assume the most efficient way to switch the magnetization is to apply a field H anti-

parallel to the magnetization direction. However, based on the cross-product in Eq. 5.2, applying H

anti-parallel to m exerts no torque. Therefore, magnetic switching can only occur when a thermal

excitation moves m and a finite torque can be generated[36]. This problem can also be overcome by

applying the field very slightly off-axis. Another important feature of Eq. 5.2, is that the generated

torque is perpendicular to both H and m. This means that the magnetization will not rotate directly

to the final state, but rather it will undergo a precessional motion which will decay to the final state

only in the presence of damping.

The equation of motion is given by:
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dm
dt

= γ[m×H] = γT (5.3)

where γ is the gyromagnetic ratio, which for an electron has a value equal to −egµ0/2me, e is the

electric charge of an electron, me is the mass of an electron, g is the relativistic g-factor and has a

value roughly equal to 2, and µ0 is the Bohr magneton. This equation of motion gives us the Larmor

precession, ω:

ω = −γH (5.4)

In the situation where the precession is damped, we can utilize the Landau-Lifshitz (LL) equation

where:

dm
dt

= −γ(m×H)− 4πµ0λ

m2
(m× (m×H)) (5.5)

where λ is the relaxation frequency which defines the rate of damping and has the units of s−1. It

is helpful to think of this equation in terms of a damping term, α, whose value can be determined

phenomenologically:

α = 4πµ0
λ

γm
(5.6)

Which gives a new form of the LL equation:

dm
dt

= −γ(m×H)− αγ

m
(m× (m×H)) (5.7)

Understanding the exact nature of the damping term is still an open question in magnetism research.

The damping term could be explained by considering that angular momentum is transferred into

induced eddy currents. However, this formulation is poor at describing thin films where eddy currents

are suppressed but significant damping still occurs[165]. Other descriptions include the transfer
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of angular moment via the excitation of spin waves or magnons, scattering with impurities and

phonons, or spin-orbit coupling based spin-flips. In all cases, the angular moment of the spin system

must be transferred to the lattice in order for the precession to decay.

The Landau-Lifshitz (LL) equation as expressed in Eq. 5.7 makes a specific assumption, that

α ≪ 1. Otherwise, the damping will not only act on the precessional motion, but also the motion

that was induced by the damping. The full equation without assumptions takes the following form:

dm
dt

= −γ(m × (H − α

γm

dm
dt

) (5.8)

This was shown by Gilbert and Kelley and is most often referred to as the Landau-Lifshitz-Gilbert

equation (LLG). The LLG equation can be solved analytically for a static field, H, applied along the

negative z-direction. To solve, we first separate the equation into Cartesian co-ordinates:

dmx

dt
= ω0my + α

my

ms

dmz

dt
− α

mz

ms

dmy

dt

dmy

dt
= −ω0mx + α

mz

ms

dmx

dt
− α

mx

ms

dmy

dt

dmz

dt
= α

mx

ms

dmy

dt
− α

my

ms

dmx

dt

(5.9)

Solving these coupled equations gives the following result:

mx = mssinθe
iωt

my = mssinθe
iωt+iπ/2

mz = mscosθ

(5.10)

where θ is a function of time and depends on the initial condition of the magnetization orientation,

θ0, as described below:

tan
θ

2
= tan

θ0
2
e−t/τ . (5.11)

The angular frequency, ω, is an augmented version of the Larmor frequency, ω0:
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ω =
ω0

1 + α2
. (5.12)

The time constant, τ , is given by the following expression:

τ = τ0(1 + α2) (5.13)

where τ0 is given by:

τ0 =
1

αω0
. (5.14)

Critical damping occurs when α=1. Based on the solutions given in Eq. 5.10 we plot three different

regimes: under damped, over damped, and critically damped, Fig. 5.2. For real ferromagnets, α

typically takes a value between 0.1 and 0.01.

Figure 5.2: Spin dynamics modeled with an numerical solution to the Landau-Lifshitz-
Gilbert equation.(a) Underdamped, (b) overdamped and (c) critically damped.

In the modeling of Tb166, a numerical solution of the the LL equation will be implemented

as the equations are too complex to be solved analytically. We will incorporate a sample shape-

dependent demagnetizing field and a time-dependent anisotropy field that changes with sample

temperature, as well as a temperature-dependent saturation magnetization.
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5.2 Results

5.2.1 In-plane Mn Moment

The relationship between the in-plane Mn magnetization and temperature is given in Fig.

5.3. The figure was constructed using the temperature-dependent magnitudes of the Mn and Tb

magnetic moments from 0- 500 K that were determined by neutron scattering[166]. This information

was combined with the temperature-dependent anisotropies from Jones et al.[158] to calculate the

in-plane Mn magnetization with temperature. In this figure, an in-plane applied field of 185 mT in

the +x direction was included to match the experimental conditions. The TMOKE measurement

measures the in-plane Mn magnetization and so this figure gives a guideline for interpreting the

TMOKE signals. This figure reveals, if the measured TMOKE signal is zero or near-zero, this would

indicate that the sample temperature could either be in the low temperature regime, below TSR,

or the high temperature regime above TC . In the first instance, the total moment is still large

but points out-of-plane, and in the second instance, the total moment is zero. In the model, the

temperature-dependent total moment of the sample is calculated by multiplying the Mn atomic

moment by six (because there are six Mn atoms per unit cell) and subtracting the Tb atomic moment

(because it is anti-aligned with Mn).

5.2.2 Sample Temperature

The sample was mounted on a 0.5 mm thick sapphire plate using a conductive silver epoxy

(EPO-TEK R○ H20S). No active heating or cooling systems were applied to the sample. Sample

temperatures were recorded using an in-vacuum thermocouple wire mounted on the back of the

sapphire sample mounting plate. The sample was magnetized with an applied field of 185 ± 15 mT

using an out-of-vacuum GMW 5201 projection field electromagnet. The electromagnet was water

cooled but still reached temperatures exceeding 40 oC during use. The sample was heated to above

room temperature by thermal radiation from the electromagnet (situated behind the sample) and

the pump laser (incident on the front of the sample). For each measurement, we allowed the sample
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Figure 5.3: The calculated in-plane projection of the Mn moment vs. temperature with
an in-plane applied field of +185 mT . Figure produced by combining anisotropy data from
Jones et al.[158] and magnetic moment data from El-Idrissi et al.[166]. The in-plane Mn moment is
maximized just above the spin reorientation temperature. The signal is small or zero below TSR and
above TC .
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to the thermalize for approximately 1 hr with the same electromagnet currents and laser pump

fluences used in the experiment in order for the sample to reach a stable baseline temperature. The

electromagnet alone heated the sample to approximately 18 K above room temperature (∼ 310 K).

The temperature rise induced by the pump laser was highly fluence-dependent. Measured sample

temperatures varied from as high as 319 K for the highest fluence (3.6 mJ/cm2) to 311 K for the

lowest fluence (0.27 mJ/cm2), Fig. 5.4. There was a small amount of ongoing thermalization that

continued to increase the sample temperature throughout the scan after the 1 hr thermalization

period. For this reason, we measured the temperature at the beginning (slightly lower temperature)

and end of the scan (slightly higher temperature). These high and low temperatures set the upper

and lower bounds of the bars in Fig. 5.4. Heating from the EUV probe is negligible.

The real sample temperature may differ slightly from the recorded temperature due to thermal

gradients between the sample surface and the back of the sapphire plate where the temperature

probe was mounted. Because the spin-reorientation transition is near room temperature, increasing

the pump fluence led to a larger in-plane Mn moment in the pre-time-zero data (i.e. pre-pump

excitation). This relationship is depicted in Fig. 5.4.

5.2.3 Fluence-dependent Dynamics

Fig. 5.5 shows the time-dependent magnetic asymmetry signal for a range of different pump

fluences. A normalization factor was applied to each curve, which is explained in more details in

Section 5.4, Signal Normalization. Data in Figs. 5.4, 5.5, and 5.6 are measured with a harmonic

probing energy of 46.2 ± 0.2 eV . This harmonic was most resonant with the Mn M -edge (47.2 eV ),

and therefore, had the strongest TMOKE signal. While measurements at this energy are sensitive to

the Mn behavior specifically, the Mn and Tb moments are expected to remain collinear[158]. The

next harmonic (at 49.5 ± 0.2 eV ) was also strongly resonant with Mn-edge. The 49.5 eV data is not

presented (except in Fig. 5.7) as the signal-to-noise ratio was relatively poor due to it being further

off-resonance from the Mn M -edge. However, this harmonic showed similar dynamic behavior, as

shown in Fig. 5.7. This indicates that the dynamic behavior is similar across the Mn M -edge. This
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Figure 5.4: The relationship between the static (pre-pump) magnetic signal and the
recorded sample temperature. The magnetic asymmetry signals at a probe energy of 46.2 ± 0.2
eV (green data points with error bars) were calculated by averaging the pre-pump-excitation data (t
≤ 0) for each fluence. As there were only 3 or 4 times points where t ≤ 0 for each fluence, in the
dynamic measurements (Fig. 5.5), a student t-value weighting was multiplied with the standard error
to obtain the error bars shown. The temperature ranges (solid color bars) indicate the maximum
and minimum temperatures recorded by the temperature probe during the scan.
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is to be expected for the 10’s of picoseconds timescales in this study where the electronic and spin

systems have had time to form a thermal distribution.

Fig. 5.5 shows the dynamic TMOKE asymmetry of TbMn6Sn6. When interpreting Fig. 5.5,

it is important to note that there are two distinct temperature regimes where the signal will be zero.

Below TSR the signal is approximately zero. This is because we are only measuring only the in-plane

component of the Mn magnetization and below TSR the magnetization is out-of-plane. Above TC ,

the signal is also zero because the magnetization vector is zero. To understand the fluence-dependent

behavior, the results are divided in Fig. 5.5(a), the low fluence regime and Fig. 5.5(b), the high

fluence regime.

Fig. 5.5(a) depicts the dynamic behavior with low pump fluences. The signal can be broken

down into three key steps:

1. Initially (pre-time-zero), the magnetization is mostly out-of-plane. The sample temperature hasn’t

exceeded TSR. This means the measured in-plane signal is near zero.

2. Following time-zero (approximately 0-30 ps), ultrafast excitation from the pump laser partially

sends the sample’s spin system through the reorientation transition. The signal increases with time

as spins rotate in-plane. The height of the TMOKE signal scales with the fluence applied because

when the sample is pumped harder, it goes through the spin reorientation transition more completely,

i.e. a greater portion of the sample is magnetized in-plane.

3. Finally (approximately 30-200 ps), the sample cools off as heat is gradually dissipated to unpumped

regions of the sample, the epoxy, and the sample mounting plate. The TMOKE signal is gradually

reduced as spins cool and start to reorient back out-of-plane.

Fig. 5.5(b) depicts the high fluence data. The high fluence data can be broken down into four

key steps:

1. The initial (pre-time-zero) temperature is warmer than for the low fluence data due to the sample

thermalizing with a larger incident pump power. Therefore, a larger fraction of the Mn magnetic

moment is initially in-plane. The relationship between pump fluence and initial signal magnitude is

exemplified in Fig. 5.4.
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Figure 5.5: Fluence-dependent measured dynamic TMOKE asymmetries of the Tb166
in-plane Mn moment probed at 46.2 ± 0.2 eV . The measured magnetic asymmetry with an
applied field of 185 ± 15 mT with (a) low pump fluences and (b) the high pump fluences. Below
TSR, and above TC , the signal is approximately zero because in both cases there is no in-plane
component to the magnetization. This threshold is depicted by the black dotted line.
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2. Ultrafast excitation demagnetizes the sample. The temperature of the spin system exceeds the

Curie temperature.

3. The sample cools off and re-magnetizes in-plane as it transitions back below the Curie temperature

but above TSR. The largest fluence (3.6 mJ/cm2) takes the longest time to recover and the smallest

fluence (1.1 mJ/cm2) takes the least time to recover.

4. This final step is only present in the 1.1 mJ/cm2 data. The sample cools further and as it

approaches TSR it starts to lose its in-plane moment in favor of an out-of-plane moment. The signal

decreases.

In the 3.6 mJ/cm2 and 2.1 mJ/cm2 data, after the initial excitation, the spin temperature

remains above TSR until the end of the scan at 200 ps. Since the temperature does not fall below

TSR, there is no reorientation transition. The sample exceeds the Curie temperature following

the rapid initial heating. The later dynamics come from the sample re-magnetizing in-plane as it

dissipates heat. Therefore, the timescales of recovery come from the rate of heat dissipation from the

probed region of the sample. The 1.1 mJ/cm2 data is the only fluence where we see signatures of

both phase transitions (TSR and TC). In the first 20 ps, the sample exceeds the Curie temperature

and is demagnetized. The sample remagnetizes from 20 ps to 60 ps. However, after 60 ps, the signal

starts to decrease. This indicates that the temperature in parts of the probed region have cooled

below TSR.

In the 0.27 mJ/cm2 – 0.54 mJ/cm2 data, the spin reorientation transition is addressed. The

initial rise time is fitted in Fig. 5.6 and represents the spin reorientation response to a rapid

anisotropy change through impulsive heating. The slow decay from 30-200 ps, represents the spin

temperature relaxing which drives the spin orientation back out-of-plane.

In Fig. 5.6, we fit the low fluence data from Fig. 5.5 (a), with an exponential function of the

form:

A(t) = C[1− e
t−t0
τ ] (5.15)

where A(t) is the measured magnetic asymmetry signal, C is the amplitude, t is time, t0 is an offset
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Figure 5.6: Exponential fit of the experimental spin reorientation. The rise time of the spin
reorientation at (a) 0.43 mJ/cm2 and (b) 0.54 mJ/cm2 were fitting using Eq. 5.15.
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to account for any differences between the time-zero as defined in the figure and the time-zero

determined by the fit. τ is the time-constant of the exponential fit. For the fitting process, data

was truncated to include only the exponential rise (starting from lowest point and continuing to the

highest point). Fits were performed using the ’curve_fit ’ function from Python’s SciPy package.

The 0.27 mJ/cm2 data was not included as the signal-to-noise ratio was too poor to perform the fit.

The 0.43 mJ/cm2 data is shown in Fig. 5.6. (a). A time-constant of 12 ps was obtained. However,

as only three data points were included in the fit, a confidence interval for the fitting parameters

could not be established. For the 0.54 mJ/cm2 data, the fitted time-constant was 24 ± 9 ps.

Therefore, the spin reorientation timescale is very fast, ∼ 20 ps. We attribute this to the

very large anisotropy energies present in Tb166. By comparison, ultrafast demagnetization is,

perhaps, the fastest magnetic phase transition found in nature. In Fig. 5.7, a measurement of

sample demagnetization with a 1.1 mJ/cm2 fluence is depicted with additional time resolution in

the first 10 ps. The average pre-time-zero signal is normalized to one. Two different probing energies

near the Mn M -edge are given. The timescale for demagnetization is approximately 1 ps. This is

approximately 20 times faster than the reorientation timescale.

Figure 5.7: Ultrafast demagnetization of Tb166 with 1.1 mJ/cm2 pump fluence. Dynamic
asymmetries from -0.5 to 10 ps as measured with harmonic probing energies centered at 46.2 ± 0.2
eV and 49.5 ± 0.2 eV . Demagnetization is an order of magnitude faster than the spin reorientation
timescale.
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5.2.4 Building a Model of Tb166

To model the spin reorientation transition, we will adapt the equations from Section 5.1.2:

Introduction to Magnetic Switching and Spin Precession. The first step is the construction of a

time-dependent effective field, Heff (t), which will act on the sample’s magnetization unit vector, m,

in the LL equation:

Heff (t) = Happl +Hdemag(t) +Hanis(t) (5.16)

where Happl is a constant applied field in the +x direction with a value of 185 mT . The demagnetizing

field, Hdemag(t), is much weaker than the anisotropy field and does not have a large impact on

the dynamics. To calculate an approximate demagnetizing field, we approximate the sample as a

cylinder. The height of the sample is 0.7 mm and the diameter is 3.3 mm at its widest and 1.9 mm

at its narrowest. I approximate this as a cylinder with a diameter four times its height. I then use

an approximation[167] for the demagnetizing factors, Nx,y,z:

Nx = Ny =
2n/

√
π

4n/
√
π + 1

, Nz =
1

4n/
√
π + 1

(5.17)

where the cylinder has a radius, r and a length 2nr. In this case, n = 1/4. The demagnetizing field

is then:

Hdemag(t) =



−0.18Mx(t)

−0.18My(t)

−0.64Mz(t)


(5.18)

where Mx,y,z are the components of the magnetization projected along different axes. The individual

components are time-dependent because they depend on both the magnitude of the saturation

magnetization, Ms, as well as which direction it points, described by the unit vector m(t). The

saturation magnetization depends on the temperature of the spin system, which in itself depends

on time. Therefore, we write Ms as: Ms(Tspin(t)). The Cartesian components of the saturation
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magnetization are given by a time-dependent projection, mi(t), of the magnetization unit vector

along each axis i. Therefore, the components Mx,y,z are given by:

Mi(t) = mi(t)Ms(Tspin(t)) (5.19)

where i = x, y, z. The saturation magnetization is calculated based on the Mn and Tb moments:

Ms(Tspin) = (6momMn(Tspin)−momTb(Tspin))/V. (5.20)

The Tb moment per atom, momTb(Tspin), is subtracted due to its ferrimagnetic alignment with Mn.

The Mn moment per atom, momMn(Tspin), is multiplied by 6 as there are 6 Mn atoms per unit

cell. This is then divided by the volume of the unit cell, V , to convert to total magnetization. V is

calculated based on the unit cell vectors given by Jones et al.[158], i.e. V = a2c where a = 5.538 Å

and c = 9.0326 Å.

Hanis(t) is an effective field which represents the torque exerted by the anisotropy field. This

term will drive the temperature-dependent dynamics. Hanis(t) is derived from the anisotropy energies

of Mn and Tb and their respective moments. The Tb anistropy energy is minimized out-of-plane

while the Mn anisotropy energy is minimized in-plane. By approximating the anisotropy field with

a second order expansion, we obtain:

Eanis,T b(Tspin) = −KTb(Tspin)cos
2(θ),

Eanis,Mn(Tspin) = −KMn(Tspin)sin
2(θ)

(5.21)

where KTb(Tspin) and KMn(Tspin) are temperature-dependent anisotropy coefficients extracted from

Jones et al.[158]. The corresponding effective anisotropy field for each spin system, Hanis,j(t), where

j is either Tb or Mn, can be calculated by taking the vector gradient of the anisotropy energy,

dividing by the volume averaged magnetic moment, and considering only terms that can exert a
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torque[168]:

Hanis,j(Tspin) = −∇Eanis,j(Tspin)/(momj(Tspin)/V ). (5.22)

where momj(Tspin) is the species specific, temperature-dependent, magnetic moment per unit cell.

For the modeling of Tb166, we took the expression for Hanis,j and multiplied it by an additional

factor of 1/2 (as compared to what is written in Eq. 5.22) to bring the results in keeping with the

work of Jones et al.[158]. The discrepancy most likely arises from the definition of K. Values for the

temperature-dependent magnetic anisotropy energies, Eanis,j , are extracted from Jones et al.[158]

and are given based on the total moment, rather than the element specific one. Therefore, in this

case, we divide by Ms(Tspin) instead of (momj(Tspin)/V ). The temperature-dependent Tb and Mn

magnetic moments come from neutron scattering data from El-Idrissi et al.[166]. This gives a final

expression for Hanis(t)):

Hanis(t) =



0

0

mz(t)
(
KTb(Tspin(t))
Ms(Tspin(t)))

− 6KMn(Tspin(t))
Ms(Tspin(t))

)


(5.23)

Writing the LL equation in full vector form, we then obtain:

dm
dt

= −γ


m×



Happl − 0.18Mx(t)

−0.18My(t)

Hanis(t)− 0.64Mz(t)


− αγ

m


m× (m×



Happl − 0.18Mx(t)

−0.18My(t)

Hanis(t)− 0.64Mz(t)






(5.24)

The temperature of the sample magnetization, i.e. the spin bath temperature, is estimated based on

three time-dependent exponential functions:
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Tspin(t) = T0 +A1(1− e−t/τrise)−A2(1− e−t/τdecay1)−A3(1− e−t/τdecay2) (5.25)

where T0 is the initial temperature of the sample prior to pump excitation. The amplitude A1

represents the heating of the spin bath from the pump laser. The first timescale, τrise, comes from

the rate of energy transfer from the electrons (which are directly excited by the laser pulse) to the

spin bath. This rate of energy transfer to the spin bath is estimated to be 1 ps, based on the rate of

ultrafast demagnetization of this sample, as shown in Fig. 5.7. The second term, whose magnitude

is given by A2, represents the spin-lattice thermalization time. The spin-lattice thermalization

reduces the spin bath temperature on a short timescale. Based on typical values for the three

temperature model, this is estimated to be 3 ps. On a longer timescale, the spin-bath temperature

is further reduced due to thermal diffusion. This is represented in the final term with amplitude A3.

The experimental TMOKE signals decay on timescales similar to the total scan time, i.e. 200 ps.

Therefore, τdecay2 time is estimated to be 200 ps. While this thermal model is a relatively simplistic

interpretation of the evolving temperatures and heat capacities of the system, it is sufficient for

recreating some of the characteristic behavior of the sample.

5.2.5 Modeling Results

We note that the LL equation, Eq. 5.24, is not valid near the Curie temperature[169]. This is

because the LL equation assumes a constant length of the magnetization vector which will not be

the case in the vicinity of the Curie point. To some extent, this is overcome by multiplying the final

results by the temperature-dependent saturation magnetization based on the temperature profile

chosen in Eq. 5.25. Furthermore, near the Curie temperature, the damping constant, α, is no longer

constant and becomes temperature-dependent. For example, transverse damping is enhanced by the

thermal dispersion of magnetization[169]. To overcome this, a microscopic Landau-Lifshitz-Bloch

(LLB) equation description was developed by Lyberatos and Guslienko[170] with the intention of

describing magnetic writing of nanoparticles subject to pulsed laser heating in HAMR hard drives.
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This implementation of the LLB equation is beyond the scope of this work. However, we can avoid

implementing the LL equation near TC by confining the simulations to lower temperature regimes.

The results are divided into low fluence and high fluence regimes. In the low fluence section,

we remain at least 100 K below TC in all simulations. Furthermore, in all the simulations of Fig.

5.8 where we compare with experimental results directly, only an 8% change in the magnetization

vector length was induced by the simulated temperature changes.

For the highest fluence experimental data, 3.6 mJ/cm2 and 2.1 mJ/cm2, all measurements

after t = 0 are above TSR so there is no reorientations. In this case, the LL or LLB equations are not

required as there is no precessional motion to be modeled. The dynamics in the high fluence section

are treated purely in terms of the change in Ms as a function of changing sample temperature.

The experimental data from a fluence of 1.1 mJ/cm2 is more difficult to model because, in

this case, the sample passes through TC on early timescales then reaches TSR on longer timescales.

Therefore, measurements are in the regime of TC and will also require a precessional model for the

near TSR behavior. This data would be best modeled with the LLB equation and so we omit its

treatment as it is beyond the scope of this work.

5.2.5.1 Low Fluence Modeling

In the model, spin reorientation occurs at a temperature of 302 K with no applied field. This

is based on extracting temperature-dependent anisotropies from figures of Jones et al.[158] and

temperature-dependent spin moments from El-Idrissi et al.[166]. This is close to the literature value

for spin reorientation of 309 K[158], although the model is slightly on the lower side of the literature

value. After including the applied in-plane field of 185 mT , the spin reorientation occurs in the

model at even lower temperatures. The in-plane moment exceeds the out-of-plane at temperatures

as low as 294 K. In the measured data, with an applied field of 185 mT , the pre-time-zero in-plane

moment remains relatively small for all fluences except for the highest, 3.4 mJ/cm2, Fig. 5.5. This

implies that the experimental spin-reorientation occurs the range of 315-319 K, e.g. up to 10 K

higher than the literature value (even with the applied field of 185 mT ). The measured sample
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temperature may not fully agree with the real sample temperature based on the location of the

temperature probe. This is discussed in more details in Section 5.2.2. Since the spin-reorientation

temperature is lower than expected in the model, and higher than expected in the experiment, we

will use a lower initial temperature in the model than the temperatures that were measured in the

experiment. By beginning the model at a lower temperature, we can still investigate the dynamics

of an ultrafast excitation through TSR.

The time-dependent LL equation, Eq. 5.24, is solved using MATLAB’s ode45 which is a

built-in non-stiff differential equation solver. To obtain the final comparison with experiment, the

x-component of the time-dependent magnetization vector, mx(t), obtained from the time-evolution

of Eq. 5.24, is multiplied by the calculated temperature-dependent Mn magnetization. This aligns

the simulation with the experiment since the TMOKE measurement only measures the x-component

of the Mn moment.

The results of the low fluence simulation are shown in Fig. 5.8. The effect of changing

the incident fluence is shown experimentally in Fig. 5.8(a), and in simulation in Fig. 5.8(b).

The simulated fluence is determined by the amplitude of the applied spin temperature increase,

parameter A1 in Eq. 5.25. Since the exact shape of the time-dependent spin temperature profile

is unknown, Figs. 5.8(c)-(f) simulate different parameters for the applied temperature profile

based on Eq. 5.25. The parameters tested include the the ratio of the amplitudes of the fast and

slow spin temperature decay, A2 and A3, as well as the timescales themselves. Unless otherwise

specified in the subfigure legends of Fig. 5.8, the parameter used were as follows: T0 = 270 K,

A1 = 35 K, A2=1/2 A1, A3 =1/2 A1, τrise=1 ps, τdecay1=3 ps, τdecay2=200 ps, and α=1. There

is good agreement between the experimental trends and the shapes of the simulated figures in

Fig. 5.8 across a wide range of temperature model parameters. The real temperature profile

of the sample may be quite complex. There are many different timescales for heat transport in

the sample: spin-electron thermalization, spin-lattice thermalization, sample-epoxy thermalization,

epoxy-mount thermalization etc. Furthermore, the heat capacity of each of these systems in not

linear in temperature. Nonetheless, the shape and timescale of the low fluence spin reorientation is
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effectively reproduced with this simple model.

In the simulations in Fig. 5.8, a critical damping of α = 1 was applied. With a more physical

value of α (e.g. 0.01 to 0.1), as depicted in Fig. 5.8(h), very large oscillations dominate. However, in

the experimental data we do not see these large precessions. This lack of clear oscillations in the

experimental data can be explained by a non-uniform excitation of the Tb166 spin system. Heat from

the incident pump laser pulses causes a thermal gradient in the sample. The top surface is hottest

and the temperature decreases through the sample depth. Furthermore, the pump excitation has a

Gaussian spatial profile. Therefore, not all probed parts of the sample experience identical excitation

amplitudes. This is further compounded by sample inhomogeneities; e.g. surface roughness, strain,

and crystalline disorder; which could affect both the strength of the absorption of the pump laser as

well as the temperature-dependent response. Therefore, we cannot expect the probe to measure an

in-phase bulk precessional motion. By applying a damping factor of α = 1, we can see the underlying

dynamics without the overriding precessional motion. This allows us to compare the model with the

experimental results.

In Fig. 5.8(g) the laser-induced temperature change is modeled as a step-function. No

exponential increases or decreases were applied, instead an instantaneous ∆T was introduced at

t = 0. The purpose of investigating the temperature step-function was to isolate the effects of

the model-specific rise times and decays from the system’s intrinsic spin-reorientation timescale.

The data from subfigure (b) is overlaid on (g) as dotted lines. Due to the competing exponentials

in Eq. 5.25, the maximum temperature increases in the model in subfigure (b) are a little lower

than the values used for the heating amplitudes, i.e. the A1 values. For example, an A1 value of

50 K corresponded to maximal spin-temperature increase of 31.5 K and so forth. Therefore, to

aid comparison, we chose the three ∆T values for the step-function model so that they give the

same maximum temperatures as the three-exponential model in subfigure (b). In the case of ∆T =

18.9 K, a partial reorientation takes place, as seen in subfigure (g). In the case of ∆T =25.1 K

or 31.5 K, full reorientations occur. The fitted spin-reorientation rise times of the step-function

model agree very well with the experimentally determined values, as seen in Fig. 5.6. By fitting
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Figure 5.8: A low fluence dynamic model of Tb166. The modeling is based on the temperature
profile described by Eq. 5.25. Experimental data is presented for comparison in (a). The effects
of changing the model parameters are shown. These are: (b) changing the amplitude of the initial
heating A1; (c) changing the ratio of the amplitudes of the fast and slow temperature decays,
A2 and A3; (d) changing the rise time of the spin bath temperature, τrise; (e) changing the fast
decay timescale, τdecay1; and (f) changing the slow decay timescale, τdecay2. In (g), a step-function
temperature change is used instead of a three-exponential model. ∆T values are chosen to match
the maximum temperature changes from subfigure (b) and the data from subfigure (b) is overlaid as
dotted lines. In (h), the magnetic damping factor, α, is varied.
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the exponential rise of the three ∆T curves in (g) using Eq. 5.15 , we obtain exponential rise times

of: 7.7 ± 0.2 ps, 25.3 ± 0.1 ps and 21.6 ± 0.2 ps for 18.9 K, 25.1 K and 31.5 K respectively. The

latter two values fall within the experimentally determined reorientation time for 0.5 mJ/cm2 at 24

± 9 ps. This agreement is rather remarkable when we consider that the only free parameters in the

step-function model are the initial and final temperature as well as the damping term α (which is

set to 1). We then fit the rise times of the corresponding three-exponential model results shown

in subfigure (b). For the smallest temperature increase (yellow) the timescale is 8.3 ± 1 ps. The

corresponding step-function model rise time had a value of 7.7 ± 0.2 ps which falls within these

error bars. For the other two curves (red and blue) the three-exponential vales are lower than the

step-function values. For A1 = 40 K we obtain 10.9 ± 1 ps and for A1 = 50 K we obtain 15.3 ± 1

ps (which falls within the error bars for the experimental timescale at 0.5 mJ/cm2 of 24 ± 9 ps).

While there are some differences in the rise times between the two models, overall the experimental

timescales are very well reproduced.

When we consider the precession of spins in a magnetic field, the intrinsic timescale can be

best understood through the energy-time correlation[36]:

t ∼ h/E. (5.26)

This equation links the cycle time, t, to its characteristic energy, E. From this relationship, we

derive that for an energy of 1 meV , we should expect a cycle time of 4 ps. Therefore, for the meV

energy scale of the Tb166 anisotropy, we should expect an intrinsic ps timescales as confirmed

experimentally and in the model. The anisotropy energy of Tb166 is very large, meV scale, compared

to less exotic materials where we expect anisotropies on the µeV scale. The large anisotropies of the

Tb166 facilitates the fast reorientation (10’s of ps timescale).

It is notable that increasing the value of ∆T in the step-function model does not necessarily

increase the speed of the reorientation. Indeed, the rise time at ∆T=31.5 K was longer than for a

smaller ∆T of 25.1 K. To understand the reason, we must investigate the full three-dimensional
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nature of the spin orientation with time, rather than focusing on only the x-component. In Fig.

5.9, we plot the direction of the time-dependent magnetization unit vector as annotations on a

sphere. The initial state is the same in each subfigure. The initial temperature is 270 K, meaning

that the spin is orientated out-of-plane, i.e. on the z-axis. The applied field of 185 mT in the +x

direction means that the initial state has a small +x component, i.e. it is a little canted off the

z-axis. The sample temperature is increased either instantaneously as a step-function (left-hand

column) or with the three-exponential model (right-hand column). In this figure, slightly higher

fluences are investigated than in the rest of this section. However, all data still remains at least 100

K below the Curie temperature. For the step-function model (left-hand column), increasing the

temperature imparts more momentum into the system. However, the spin system doesn’t necessarily

reorient more efficiency. That is because it traces out a wider path between the initial and end

points. Specifically, the transient y-component amplitude grows with increasing ∆T .

In the second column of Fig. 5.9, we plot the results from the three-exponential temperature

model. The temperature increases, ∆T , are matched with the step-function model. At lower values

of A1 (i.e. lower ∆T ), the spin reorientation is incomplete and a small circle is traced out by the

magnetization vector. For the highest ∆T , (Fig. 5.9 (f)) we see something quite remarkable. As

the sample cools, the magnetization vector does not return to its original orientation. Instead, it

aligns to the opposite pole from which is began. Both poles are stable minima when T is below

TSR so there is nothing directly preventing the spin from switching in the re-thermalization process.

At room temperature, there would be a very large barrier to reversing the spin-direction, but on

heating, this is no longer the case. The reversal behavior occurs when A1 is anywhere in the range

of 61-90 K. In subfigures, (a), (c), (e), and (f) the reorientation "overshoots" the in-plane direction

resulting in a small negative z-component. In the case of subfigure (f), the sample cools below TSR

while there is still a negative z-component. Therefore, when the magnetization vector reorients back

out-of-plane as it cools, the -z direction is more favorable. We note that for more physical damping

factors, i.e. α =0.1 or 0.01, this behavior still occurs but the final state is very sensitive to the exact

temperature profile and the exact value of the damping. This is because the precessional motion
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Figure 5.9: A 3-dimensional depiction of the dynamics of the Tb166 magnetization vector.
The path of the magnetization unit vector is traced out in red over the first 200 ps of the dynamics.
The sample plane is oriented in x− y. The z-axis is the out-of-plane direction. The initial sample
temperature is 270 K, therefore the initial magnetization direction is out-of-plane aside from a
small canting induced by the 185 mT applied field in +x. Three different magnitudes of induced
temperature changes are plotted for the step-function model (LHS) and the three-exponential model
(RHS).
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can change the sign of the z-component and therefore send the system towards a different energy

minimum.

Unfortunately, our measurement technique is not sensitive +z vs. -z alignments. It would be

very interesting to confirm such behavior experimentally. We have no way of determining the initial

z-axis direction in our experimental as both directions are energetically equivalent and the initial

z-direction does not effect the x-projected dynamics that are measured. The 180o reorientation

of subfigure (f) presents the possibility that this material could be optically switched by ultrafast

pulses between two exceedingly stable ground state configurations without requiring very large

laser fluences. The anisotropy barrier at room temperature is much larger than transition metal

alloys traditionally used in magnetic recording. Furthermore, Tb166 only requires a small amount

of heating to reach TSR, compared to approaching the Curie temperature in a HAMR hard-drive.

However, Tb166 may not support the small domains required for practical data storage applications

and precessional motion may make the final state difficult to predict.

5.2.5.2 High Fluence Modeling

In the highest fluence experimental data, 2.1 mJ/cm2 and 3.6 mJ/cm2, the sample is rapidly

heated above TC and then re-magnetizes in-plane, Fig. 5.5 (b). The signals continue to increase until

the longest timescale of 200 ps. This implies that the sample is still in the process of remagnetizing

in-plane at 200 ps. The temperature profile does not pass through TSR during the time window

measured. Therefore, no spin precession needs to be modeled. The experimental curves can be

modeled by applying a time-dependent temperature profile and tracking the saturation magnetization

of the Mn sublattice.

In Fig. 5.10 the experimental data for 3.6 mJ/cm2 is plotted. A three-exponential temperature

model is applied. For the model, a larger initial sample temperature (294 K) was used compared to

the low fluence modeling (270 K) as the initial in-plane signal was larger for the high fluence data.

The slow decay time was increased to 800 ps to match the experimental results, and the A1 amplitude

was increased to 275 K (note that 3.6 mJ/cm2 is 6x larger than the the largest experimental fluence
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in the low fluence results). The increase in the slow decay timescale is understandable as there

are many competing timescales for heat transport in the sample and it may be more difficult for a

sample to dissipate additional heat when the baseline temperature of the sample is hotter.

Figure 5.10: Modeling the high fluence behavior of Tb166. The model utilizes an initial
temperature of 294 K, an A1 amplitude of 275 K, and a slow decay time constant of 800 ps. The
experimental data is for a fluence of 3.6 mJ/cm2.

0 50 100 150 200
Time (ps)

0.5

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

M
od

el
le

d 
M

M
n,

 (A
/m

 x
 1

05 )

Model

0.001

0.000

0.001

0.002

0.003

0.004

0.005

0.006

0.007

Ex
pe

rim
en

ta
l M

ag
ne

tic
 A

sy
m

m
et

ry
 (a

rb
. u

ni
ts

)

Data

5.3 Conclusion

By measuring very small TMOKE signals at the Mn M -edge, we are able to uncover the

ultrafast dynamics of spin reorientation in TbMn6Sn6 for the very first time. The ultrafast

demagnetization proceeds on a timescale of about 1 ps. This is consistent with what we expect for a

RE-TM alloy. The spin reorientation occurs on a timescale of ∼20 ps. This timescale is consistent

with the reorientation being driven by very large anisotropies energies, ∼ meV scale. We note

that the spin reorientation timescale (∼20 ps) is an order of magnitude slower than the ultrafast

demagnetization (∼1 ps). We observe distinct behavior in key regimes of high and low fluence

pumping. The high fluence timescales are governed by heat dissipation at temperatures around TC .

The early timescales of the low fluence measurements are governed by impulsive anisotropy changes.
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The later timescales are governed by heat dissipation at temperatures around TSR. We verify

the spin reorientation timescale by implementing the LL equation with a temperature-dependent

magnetocrystalline anisotropy field.

The low fluence model successfully replicated the measured ∼ 20 ps spin-reorientation timescale

both with a trial temperature profile and with a step-function temperature profile with few free

parameters. We note that the overall shape of the experimental curves were replicated for a wide

range of different model parameters. The magnetic damping was set to α=1 to remove precessional

motion as it wasn’t seen in the experimental data (most likely due to non-uniform sample excitation).

Interesting, with a specific range of excitation fluences, the model predicts a 180o reorientation of the

out-of-plane moment. This could facilitate optically controlled magnetization switching between very

stable ground states, which could have useful applications in spintronics or data storage. However,

this result still needs to be verified experimentally. The high fluence data did not involve spin

reorientation but could be fit extremely accurately with a "slow recovery" timescale of 800 ps.

5.4 Signal Normalization

The measurements in Fig. 5.5 took between 16 and 24 hrs of data collection per fluence to

achieve the signal-to-noise ratio presented. One issue associated with taking data over these long

timescales, was sample damage induced by the pump and probe lasers. The sample was very small

(few mm’s diameter) and, in many areas, the surface roughness was too large to make a measurement.

Therefore, we were limited to taking data in one sample location per fluence. The pump pulses were

a low energy ( 1.59 eV ), high fluence (few mJ/cm2 range) source of damage, while the probe laser

has a comparatively much lower fluence (four orders of magnitude lower) but significantly higher

photon energy (30 -73 eV range). The sample damage reduced the magnetic signal over time. To

prevent sample damage from influencing the measured dynamic behavior, the order in which the

time points were measured was randomized. This random order was then repeated hundreds of times.

This prevented systematic errors that would arise when measuring the time points sequentially.

Nonetheless, the sample damage reduced the overall size of the signal. The amount of damage
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differed between different pump fluences and sample locations.

After taking the original data with 6 fluences on 6 different sample locations, we devised a

normalization procedure to allow us to compare the magnitudes of signals obtained despite sample

inhomogeneities and fluence-dependent damage from the pump laser. We called this the normalization

factor, denoted (NF). The NF is calculated in Table 5.4 and applied to all the data in Figs. 5.4, 5.5,

and 5.6. The steps used to determine the NF value are described below.

The measurement of the NF was made after the original 16-24 hr scans of varying fluence

depicted in Fig. 5.5. The sample locations used for the original scans were already highly damaged.

Therefore, we chose 6 new high reflectivity, undamaged locations on the sample for the NF measure-

ment. These 6 sample locations were used to determine the NFs for the 6 fluences used in the study

and appear in Table 5.4, column 1. The measurement of the NF consisted of two steps: the CV

measurement and the MV measurement.

The first step is the control value (CV) measurement. To obtain the CV, we measured the

magnetic signal with 0.54 mJ/cm2 pumping, taken at a fixed pump-probe delay (30 ps). The

fluence of 0.54 mJ/cm2 was chosen because it induced a well-defined magnetic response without

excessive sample damage. The time delay of 30 ps was chosen as this is where the signal is largest

for 0.54 mJ/cm2 pumping. By measuring each new sample location under the same conditions, we

determined the severity of sample inhomogeneities and attempted to mitigate their influence. We

calculated the mean of the six measurements and use this to normalize each CV measurement. The

normalized CV values are depicted in column 2 of Table 5.4. The maximum deviation from the

mean was 20%. i.e. CV=1.2 (at location 2).

The second step is the measurement value (MV) measurement. The MV is obtained by

measuring the MOKE signal for each of the six fluences with a pump-probe delay chosen to maximize

the signal. Each fluence is measured on a different one of the six sample locations that were previously

used for the CV measurement. The time delays for the MV measurements were chosen to maximized

the signal for each specific fluence. The chosen time delays were: 20 ps, 30 ps, 30 ps, 70 ps, 200 ps,

and -10 ps respectively. The MV values are listed in Table 5.4, column 4. Unlike the CV values,
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the MV values across different sample locations should not be similar to each other as they were

taken at different fluences and different time delays. Before both the CV and MV measurements,

the sample had to thermalize with the relevant pump fluence so that the temperature of the sample

would be stable throughout the scan. The probe was blocked while thermalizing with the pump (to

limit sample damage from EUV). Furthermore, we kept each measurement as short as possible to

limit sample damage. The timing was as follows: thermalize for 35 mins with 0.54 mJ/cm2, measure

the CV for 1 hour, thermalize for 15 mins with chosen fluence, measure the MV for 1 hour. These

timings were a trade-off between improving signal-to-noise and minimizing exposure to the laser

beams.

Finally, in Table 5.4, column 5, we recorded the measured asymmetries from the full dynamic

fluence-dependent traces at the same specific fluences and time delays used for the MV measurement.

These values are the real values (RVs). The RVs give us information on how much the measured

signal was reduced due to sample damage over a long scan compared to the relatively short MV

scans. By combining the values of the CV, MV and RV, the normalization factor can be calculated

using the formula in Table 5.4, column 6.

For all fluences, except 0.27 mJ/cm2, the normalization factor was greater than 1, i.e. the

normalization process increased the magnitude of the signal. An NF>1 is expected in order to

compensate for sample damage that occurs over the dynamic scans. The reason the 0.27 mJ/cm2

fluence NF was not >1, may be because it had the least pumping, and therefore the least sample

damage. Furthermore, the error bars on the 0.27 mJ/cm2 NF were quite large due to the small

overall magnetic signal induced by this fluence.
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Table 5.1: Calculations of the normalization factors used for each fluence on Tb166.
Error bars in the CV, MV, and RV represent the standard error based on repeated measurements.
The errors in NF are calculated using standard error propagation techniques. Error on the NF is not
represented in the error bars on figures in the main text.

Sample
Location

Control
Value CV

Fluence
(mJ/cm2)

Measured
Value

MV (1e− 3)

Real
Value

RV (1e− 3)

Normalization
Factor

NF = (MV/RV ) ∗ 1/CV

1 0.96 ± 0.17 0.27 1.9 ± 0.9 2.5 ± 0.3 0.8 ± 0.4

2 1.20 ± 0.22 0.43 4.8 ± 1.1 2.9 ± 0.4 1.4 ± 0.4

3 1.00 ± 0.17 0.54 5.7 ± 0.9 4.1 ± 0.3 1.4 ± 0.3

4 0.96 ± 0.15 1.1 9.0 ± 0.8 5.2 ± 0.4 1.8 ± 0.3

5 0.98 ± 0.15 2.1 8.4 ± 0.9 4.7 ± 0.4 1.8 ± 0.4

6 0.90 ± 0.20 3.6 6.0 ± 1.0 5.8 ± 0.4 1.1 ± 0.3



Chapter 6

Outlook

This chapter contains an overview of possibilities for future beamline upgrades and a summary

of the main findings of this thesis.

6.1 Future Beamline Upgrades

In section, I will give an overview of some possible improvements to the X-MATTER beamline

including: sample temperature control, sample chamber upgrades, changes to the pump energy or

pulse duration, as well as two-color high harmonic generation.

6.1.1 Temperature Control

The current iteration of the X-MATTER beamline does not allow control over the temper-

ature of the sample. Many magnetic samples have interesting low temperature phase transitions

including: multiple phase transitions in spinel oxides, the Verwey transition in Magnetite, the low

temperature phase transition in Tb166, low temperature phase transitions in Heuslers, and many

more. Furthermore, sample heating would allow us to bring samples through high temperature phase

transitions with different combinations of static heating and transient pump-induced heating which

could reveal interesting behaviors.

The TMOKE beamline of Stefan Mathias’s group in Göttingen has an integrated cryostat[171]

(Janis Research ST400) which allows for sample temperatures between 10 and 420 K. However,

they have not yet published any dynamic data with sample cooling (to my knowledge). One major
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consideration for cold temperature measurements is mitigating contamination. When the sample

is the coldest object in the vacuum chamber, contaminants will condense on the sample surface at

an increased rate. Furthermore, the focused EUV beam at the sample surface can interact with

contaminants and this increases the rate of sample damage. Therefore, it is reasonable to expect that

ultrahigh vacuum (UHV) (or vacuum levels close to UHV quality) would be required for a cryo-cooled

sample. The X-MATTER beamline is high vacuum (HV) but not UHV. They are currently several

components in the vacuum which are not compatible with UHV. For example, Quickflange (QF)

vacuum components with rubber gaskets are used in most of the chambers. These would need to

be replaced with ConFlat (CF) components which utilize copper gaskets. These perform better

and can be heated to high temperatures to bake the chamber. Baking the chamber over several

hours or days increases the rate of out-gassing and is used to achieve UHV conditions. However,

this process would have to be repeated every time vacuum is broken- i.e. every time the sample is

changed (unless a special sample loading system is implemented). HV and UHV portions of the

vacuum system can be separated using an Al-filter[171], since Al is semi-transparent to EUV.

Sample heating may be easier to achieve than cooling. In fact, we were able to augment

the current sample chamber to allow for heating of a V O2 sample to measure the metal-insulator

transition at 80 oC with a heater designed by the KM group nanothermal team. However, this

was a non-magnetic sample and transient reflectivity measurements were made with no applied

magnetic field. Accommodating the heater required adding an attachment to extend the sample

chamber. This attachment blocked access from the projection field electromagnet. The projection

field drops-off very rapidly with distance and so it must be very close to the sample. This means

there is very little space for heating apparatus. In the following section, I discuss other options for

the application of an external magnetic field. These options might allow additional space for heating

or cooling apparatus.
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6.1.2 Sample Chamber

Several studies have noted the impact of changing the angle of incidence on the measured

TMOKE signal[19, 172]. Our sample chamber is built to accommodate a 50o angle of incidence. The

MOKE signal is maximized at the Brewster angle (e.g. 45o). However, measuring at exactly the

Brewster angle leads to the more non-magnetic artifacts[172]. Therefore, a 50o angle of incidence is

used as a compromise between maximizing the signal strength and reducing artifacts. Nevertheless,

the angle of acceptance of the chamber is quite large, and with careful placement of the chamber, it

can accept 50 ± 5o. However, the sample chamber could be upgraded to accommodate measurements

at a wider range of possible angles. Furthermore, if precise changes to the angle of incidence could

be made without unbolting the entire chamber, this would significantly aid alignments. This is

especially relevant because samples aren’t always epoxied at the exact same angle relative to the

sample mount. Unfortunately, the current chamber design does not accommodate rotating the

sample independently from the chamber. However, an alternative could be to introduce a small

pivot centered on the sample plane, around which the chamber can rotate, thereby changing the

angle of incidence. Alternatively, the chamber itself could be redesigned. Designing a chamber where

the sample could rotate while still applying a consistent strength of external magnetic field could be

somewhat challenging but not impossible.

In the X-MATTER beamline, the sample is mounted on high precision SmarAct XYZ po-

sitioning stages. This allows nm-precision movements of the sample. In general, these stages are

used to find areas of highest reflectivity which is most important on samples with poor surface

quality. Furthermore, this allows us to move the sample away from damaged areas to perform further

measurements. Damage occurs from exposure to the pump and probe beams. The high photon energy

of the probe pulses and the intense electric fields of the pump pulses are both very damaging when

focused onto the sample. The reflectivity of the sample generally degrades significantly on a several

hours timescales. The exact rate of damage is strongly depend on the sample composition, capping

layer, and pump fluence used. These high precision stages could be used to make a spatially-resolved
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MOKE measurement. However, the resolution of such a measurement would be limited by the spot

size of the probe. The probe spot size at the sample plane has a 1/e2 radius of ∼ 40 µm, while the

pump spot 1/e2 radius of ∼ 500 µm. TMOKE is not the most ideal MOKE technique for spatial

measurements. This is because the magnetic contrast is obtained by fully magnetizing the sample in

two opposite directions and observing a difference in reflectivity. This prevents, for example, the

imaging of domains which would be destroyed by magnetizing the sample. Nonetheless, there could

be some specific sample geometries where spatial information would be interesting. For example, if a

sample contained nanostructures or distinct regions with different properties.

One limitation of the X-MATTER beamline is that it cannot apply magnetizing fields above

200 mT . This means that only softer magnets can be studied since the sample magnetization needs

to be fully saturated to make the TMOKE measurements. The X-MATTER beamline currently

utilizes a GMW Model 5201 projection field electromagnet. This magnet sits outside the vacuum

and the projected magnetic field penetrates into the vacuum chamber via a glass plate. A stronger

magnetic field could be incorporated using custom flanges designed to incorporate magnetic pole tips.

A similar geometry is used by Möller et al.[171] and field strengths of up to 860 mT are achieved.

The X-MATTER beamline could be adapted for magnetic circular dichroism (MCD) measure-

ments. An HHG based MCD beamline is described by Yao et al.[173]. MCD signal are easier to

interpret than TMOKE signal. Furthermore, they are not limited to measuring only the top surface

of the sample. However, MCD signals are typically an order of magnitude smaller than TMOKE

signals and measuring them requires the generation of circularly polarized high harmonics[174] with

a transmission mode measurement geometry.

Measuring in transmission mode would require building a new sample chamber designed for a

normal incidence illumination. This chamber would need to accommodate a spectrometer behind

the sample to catch the transmitted beam. MCD measurements would require samples to be grown

on thin EUV-transmissive substrates (normally Al or Si3N4 films). These substrates require delicate

handling. Furthermore, they may introduce strain and may only be able withstand weak pump

fluences. In the TMOKE geometry (i.e. reflection mode), samples can be grown on thick substrates.
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This makes seeding the correct crystal structure easier. Furthermore, the samples are more robust

and better at dissipating heat.

The X-MATTER beamline could also be used for resonant magnetic scattering (RMS) mea-

surements. The easiest way to do this would be to incorporate the resonant magnetic scattering

(RMS) chamber currently being designed by I. Binnie. The RMS chamber could be placed in lieu

of the current sample chamber. After the focal plane of the X-MATTER sample toroid, a second

focusing optic (part of the RMS chamber design) could refocus the beam to a new sample plane

within the RMS chamber. This would require minimal changes to the beamline and the reference

arm would still be functional for the elimination of source noise. Furthermore, with this combination

of two focusing optics, the spot size may be smaller than what could be achieved with a single

focusing optic. In the RMS measurements, a small probe spot size is important for finding individual

regions with consistent domain structures. Another other option to incorporate the RMS chamber

would be to remove all the chambers from the X-MATTER beamline and keep only the HHG part

for use with the RMS chamber. This would reduce the total number of optics and therefore improve

the throughput. However, this would require major changes to the beamline when switching between

TMOKE and RMS experiments. Alternatively, a mirror could be inserted to pick off the EUV beam

and send it to a separate RMS chamber. However, due to geometry constraints, it is unlikely this

mirror could be at a grazing incidence and efficiency would therefore be low. Furthermore, space

restrictions on the optical bench would make it very difficult to find space for the RMS chamber in

this scenario. With all three of these proposed RMS designs, additional planning and alignments

would be required to deliver a pump beam into the RMS chamber for dynamic measurements.

6.1.3 Pump Upgrades

One powerful upgrade to the pump beamline would be to introduce control over the pump

photon energy. This would allow us to target specific optical excitations in the samples. For example,

low energy photons could be used to pump the energy regime of the Weyl points in Co2MnGa.

Alternatively, the photon energy could be tuned above and below the half-metallic gap in different
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Heusler materials to determine how this impacts the dynamics of their OISTR signatures.

Ideally, an optical parametric amplifier (OPA) would be implemented to allow control over

the photon energy. An OPA utilizes non-linear processes inside a crystal to divide incident photons

into two lower energy photons. One of the two lower energies produced would be used for the pump

beam. The photon energies produced can be tuned by changing the angle of the nonlinear crystal.

However, with the current laser system, we do not have enough power to drive an OPA. To reach the

M -edges of transitions metals such as Co, Fe and Ni we require 90% of the power from our KM

Labs cryo-cooled Ti:Sapphire Wyvern system. This leaves very little optical power for the pump arm.

To achieve the pump powers required to drive an OPA, we would most likely need to replace the

Wyvern system or use a sample that requires lower energy harmonics. For harmonics with energies

below 42 eV, we can use an argon gas target which requires a much lower driving power than neon

or helium.

One scheme for changing the pump photon energy, which would be significantly easier to

implement, would be to use a beta barium borate (BBO) crystal to up-convert the 800 nm (red)

pump photons to 400 nm (blue) photons. This would require minimal changes to the beamline. A

clever design would allow the user to effortlessly switch between red and blue beams, Fig. 6.1.

Another improvement to the pump arm would be to shorten the duration of pump pulses. Due

to the nature of the HHG process, only the brightest part of the laser pulse has sufficient energy to

drive the production of harmonics. This means that the probe pulse is significantly shorter than the

pump pulse, in this case, by a factor of 2-3x. Therefore, the time resolution of the experiment could

be significantly improved by shortening either the driving laser (which would shorten both the pump

and probe pulses) or by shortening the pump pulses alone. The pulse duration from the Wyvern

system when fully optimized is 38 fs, as measured with a frequency-resolved optical gating (FROG)

system. Shorter pulses cannot be supported by the bandwidth of the Wyvern system. Therefore,

to produce shorter pulses, the bandwidth would have to be increased by either upgrading the laser

system or by exploiting spectral broadening achieved through self-phase modulation. The latter

technique can be realized through the use of either a hollow-core fiber filled with a high pressure
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Figure 6.1: A possible design for a combined red and blue pump arm. (a) When M1
(flip mirror) is removed, a blue pump beam is produced. (b) When M4 (flip mirror) is removed a
red pump beam is produced. A BBO crystal is used for frequency doubling of the 800 nm beam.
Mirrors M1, M2, and M3 are coated for low group delay dispersion (GDD) at 800 nm. Mirror M4 is
a low GDD mirror which transmits 800 nm while reflecting 400 nm, such as the UBS24 mirror from
Thorlabs. Mirror M5 is a dielectric mirror coated for low GDD at both 400 nm and 800 nm, such as
the UFM10R mirror from Thorlabs. M5 is the in-vacuum steering mirror. With this arrangement of
mirrors, the path lengths of (a) and (b) can be matched so that the pump-probe time-zero is similar
for both.
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noble gas[175, 176] or multiple glass plates[177].

6.1.4 Probe Upgrades

The techniques for tuning the driving laser energy described in Chapter 4 allows for most

probing energies within the teeth of the harmonic comb to be accessible. However, these energy

tunings are only possible when the oscillator and amplifier are performing optimally. Furthermore,

the required detuning of spectrum and chirp comes at the cost of pulse duration and HHG flux.

Another solution, to span more energies, would be to implement two-color driving. In this scheme,

the driving laser (red) is combined with its second harmonic (blue). By independently adjusting

the phase of the two colors, one can control the divergence of the beam as it travels through the

HHG gas medium based on the ratio of short and long electron trajectories. By improving the

focusability of the beam, the conversion efficiency can be improved[178]. Furthermore, both even

and odd harmonics will be produced, yielding twice as many probing energies. Kfir et al.[179]

have proposed a compact scheme for the in-line production of blue and red harmonics, known as

MAZEL-TOV. The use of an achromatic λ
4 waveplate allows switching between linearly, elliptically

and circularly polarized harmonics. The MAZEL-TOV scheme was attempted by P. Johnsen and N.

Brook at the X-MATTER beamline. However, creating spatial and temporal overlap of the red and

blue focii within the gas cell proved to be very challenging. Kfir et al.’s design was fully removable,

as demonstrated in their video (supplementary materials of [179]). Therefore, we assume that proper

alignment of the MAZEL-TOV scheme could be achieved by creating a removable assembly and

first achieving spatial and temporal overlap of the red and blue pulses by optimizing third harmonic

signal from a four-wave mixing crystal. After optimizing, the assembly could then be inserted into

the X-MATTER beamline.

6.2 Conclusion and Final Remarks

Condensed matter physics is the study of an exotic landscape of many-body interactions.

While many useful models have been developed, we are far from a comprehensive understanding
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of the physics of solids. Magnetic materials have proven themselves to be an incredibly powerful

technological tool. However, there are still many exciting avenues to be explored. Just this year,

there have been multiple headlines celebrating the discovery of a "new type of magnetism"[180, 181]

for two entirely different discoveries: altermagnetism[182] (net zero moment but characteristics of

both ferromagnetism and anti-ferromagnetism) and Kinetic magnetism[34] (ferromagnetism arising

without exchange interaction). This is truly an abundant era for magnetism research.

Pulsed laser systems have the unique advantage of being able to investigate timescales which

are much faster than conventional electronics. Furthermore, resonant techniques in the extreme

ultra-violet or x-ray photon energy ranges, give us a unique insight into element-specific dynamics.

By combining pulsed lasers with magnetic materials, we not only allow for ultrafast measurements

of the most fundamental timescales of magnetism, but also, provide a means for ultrafast optically-

controlled magnetization switching. In this thesis, I have focused on two main topics: spin-transfer

in Heuslers, and spin-precession in ferrimagnetic TbMn6Sn6. The former represents the fast spin

manipulation that we know of, and the latter is extremely relevant to the field of data storage and

magnetic switching.
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