PHYSICAL REVIEW PHYSICS EDUCATION RESEARCH 20, 020125 (2024)

Evidence for validity and reliability of a research-based assessment instrument
on measurement uncertainty

Gayle Geschwind ,1’2 Michael Vignad,l’z’3 Marcos D. Caballero ,4’5 S and H. J. Lewandowski®'*

YJILA, National Institute of Standards and Technology and the University of Colorado,
Boulder, Colorado 80309, USA
2Deparz‘ment of Physics, University of Colorado, 390 UCB, Boulder, Colorado 80309, USA
3Department of Physics, Willamette University, 900 State Street, Salem, Oregon 97301, USA
4Department of Physics and Astronomy and CREATE for STEM Institute, Michigan State University,
East Lansing, Michigan 48824, USA
5Department of Computational Mathematics, Science, and Engineering, Michigan State University,
East Lansing, Michigan 48824, USA
6Department of Physics and Center for Computing in Science Education, University of Oslo,
0315 Oslo, Norway

® (Received 16 May 2024; accepted 12 September 2024; published 4 October 2024)

The Survey of Physics Reasoning on Uncertainty Concepts in Experiments (SPRUCE) was designed to
measure students’ proficiency with measurement uncertainty concepts and practices across ten different
assessment objectives to help facilitate the improvement of laboratory instruction focused on this important
topic. To ensure the reliability and validity of this assessment, we conducted a comprehensive statistical
analysis using classical test theory. This analysis includes an evaluation of the test as a whole, as well as an in-
depth examination of individual items and assessment objectives. We make use of a previously reported on
scoring scheme involving pairing items with assessment objectives, creating a new unit for statistical analysis
referred to as a “couplet.” The findings from our analysis provide evidence for the reliability and validity of
SPRUCE as an assessment tool for undergraduate physics labs. This increases both instructors’ and
researchers’ confidence in using SPRUCE for measuring students’ proficiency with measurement uncertainty
concepts and practices to ultimately improve laboratory instruction. Additionally, our results using couplets
and assessment objectives demonstrate how these can be used with traditional classic test theory analysis.
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I. INTRODUCTION

Improving physics instruction at the undergraduate
level has been a longstanding goal within the community
of physics educators and physics education researchers.
However, assessing existing teaching practices to facilitate
meaningful enhancements remains a difficult task.
Research-based assessment instruments (RBAIs) are a vital
tool to help assess the effectiveness of instruction in physics
courses. Many RBAIs have been developed for use in a
wide variety of physics lecture courses, such as Newtonian
mechanics [1,2], thermodynamics [3], electricity and mag-
netism [4,5], and quantum mechanics [6,7], as well as for
lab courses regarding critical thinking [8], handling of
measurement uncertainty [9,10], handling of data [11],
modeling [12], and views about experimental physics [13].
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As lab courses have a large range of varied learning goals,
there continues to be a need for more research-based
assessment tools spanning this space.

To address the need for assessment tools designed for
laboratory courses, we recently designed the Survey of
Physics Reasoning on Uncertainty Concepts in
Experiments (SPRUCE). This assessment provides a mea-
sure of physics laboratory students’ proficiency with
measurement uncertainty concepts and practices [14,15].

Prior research on these topics has revealed challenges,
such as students’ lack of understanding regarding the
importance of taking multiple measurements during
experimentation [16] and the belief in a singular “true”
value [17,18]. Inauthentic lab practices, such as artificially
inflating uncertainties to match their experimental results to
theoretical values, likely also contributes to student chal-
lenges with understanding measurement uncertainty [19].
Based on this research, we created SPRUCE in order to
better quantify and characterize students’ ideas around
measurement uncertainty.

A crucial aspect of developing RBAISs, such as SPRUCE,
involves establishing evidence for the validity and reliability
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of the instrument. This evidence is taken into account at
every phase of the development process, starting from
defining the scope of what the instrument will measure,
progressing through item creation, and ultimately extending
to the utilization of statistical testing on student responses.

Previously, we have shown that researchers can map student
responses to different reasoning elements for each answer
option on all SPRUCE items. Additionally, we showed
evidence for content validity, via instructor input, and face
validity, via item creation and alignment with specific objec-
tives. More detail about each of these types of validity, as well
as an in-depth analysis of the evidence we have for each of
these from SPRUCE can be found in our previous work [15].

Evaluating the external validity of assessments is a well-
established practice [20], and is important before a full
deployment of the instrument in order to assure the
accuracy of results obtained. Here, we use classical test
theory (CTT) to provide that evidence for SPRUCE.
We will discuss the validity of SPRUCE, based on various
CTT metrics, such as discrimination, stability, and internal
consistency. We discuss these metrics for the entire
SPRUCE assessment in addition to a component-by-
component analysis. Unlike traditionally scored assess-
ments, where an item (question) would serve as the
component, SPRUCE is scored using couplets. In couplet
scoring, each item is scored separately based on each
assessment objective (AO) it probes, and most items probe
more than one AO. An AO can be thought of as a single
concept the assessment tool aims to measure, or “concise,
specific articulations of measurable desired student per-
Jormances regarding concepts and/or practices targeted by
the assessment [21].” For example, one of SPRUCE’s AOs
is Articulate why it is important to take several measure-
ments during experimentation. For SPRUCE, the couplet,
which is the item score for a particular AO, is then the unit
of analysis. In addition to providing evidence on the
validity of SPRUCE, we will demonstrate how CTT can
be used with couplet scoring.

Our research questions for this work include

1. RQIl: What is the evidence that SPRUCE is a
reliable and valid assessment tool for the population
included in the study?

2. RQ2: How can we adapt CTT for an assessment that
uses couplet scoring?

The results of the analysis presented here will allow for
future studies on student learning of measurement uncer-
tainty using SPRUCE as a tool, as well as serve as an
example for adapting CTT to an assessment which utilizes
couplet scoring.

II. BACKGROUND
A. RBAISs in physics

Research-based assessment instruments are essential
tools used by educators to help evaluate and improve

instruction. These assessments are developed by identify-
ing instructor priorities and student thinking in order to
create a tool that can be used by the wider community [22].
Further, RBAIs allow researchers to compare instruc-
tional outcomes across many institutions and courses, and
can also be used to evaluate the effectiveness of course
transformations. However, they are specifically not
intended to evaluate or to grade individual students.
Instead, their intended use is in aggregate, to examine
populations of students.

Widely used examples of RBAIs in physics include:
the Force Concept Inventory (FCI) [1] and the Force and
Motion Conceptual Evaluation (FMCE) [2], both designed
to evaluate introductory physics students’ understanding of
simple Newtonian mechanics; the Physics Measurement
Questionnaire (PMQ) [9], the Physics Lab Inventory of
Critical Thinking (PLIC) [8,23-25], and the Concise Data
Processing Assessment (CDPA) [11], intended to evaluate
students’ handling of measurement uncertainty and
general experimental skills; and the Colorado Learning
Attitudes about Science Survey (CLASS) [26] and
Colorado Learning Attitudes about Science Survey for
Experimental Physics (E-CLASS) [13], which both
evaluate student attitudes and beliefs about science in
different contexts.

These assessments have dramatically altered the land-
scape of physics education at the undergraduate level.
For example, the FCI showed a clear lack of conceptual
understanding of basic introductory physics and helped
introduce changes to the standard didactic lecture form of
instruction [1,27].

RBAISs are often created through a rigorous development
process. One such development process is evidence-
centered design (ECD) [28]. This framework was used
to guide the design and implementation of SPRUCE. Other
examples of assessment frameworks include the three
dimensional learning assessment protocol [29] and the
framework described by Adams and Wieman [30]. All
of these frameworks outline assessment development and
design, including steps for exploratory research on the
assessment topic, item development and refinement, and
distribution and validation.

B. SPRUCE

SPRUCE aims to measure students’ proficiency
with measurement uncertainty concepts and practices.
While some assessments, such as the PMQ [9], the
PLIC [8,23-25], and the CDPA [11] also aim to measure
introductory laboratory students’ ideas around laboratory
skills and measurement uncertainty, none of the three fills
the specific space SPRUCE is designed for. We previously
discussed the affordances and limitations of these other
instruments [15]. SPRUCE aims to fill this gap in assess-
ments by offering a test that is focused solely on meas-
urement uncertainty skills, broad in its coverage of
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measurement uncertainty topics, widely administrable,
easily scorable, and designed for lower-division (first
two years of college) physics labs.

SPRUCE is administered in a fully online format that
takes students about 15 minutes to complete. There are six
distinct response formats for items on SPRUCE: multiple
choice, multiple response, numeric open response, coupled
multiple choice, coupled multiple response [31], and
coupled numeric open response. More information about
the development of the items and the types of items on
SPRUCE is discussed in Vignal et al. [15].

SPRUCE consists of 19 items grounded in four experi-
ments, which probe 10 AOs. The SPRUCE AOs are shown
in Table I and are organized into three categories of
measurement uncertainty: sources of uncertainty, handling
uncertainty, and distributions and repeated measurements.
These were designed based on findings from instructor
interviews [14]. AOs provide many affordances, as detailed
in [15,21].

For clarity, we note that these AOs are slightly different
than those previously reported for SPRUCE [15]. During
the process of scoring and validating the assessment,
we determined that collapsing some of the AOs together
created more reliable results. Previously, we had 14 AOs.
We collapsed three objectives that all dealt with standard
error and standard deviation into one AO (D4, see
Table I). Additionally, we collapsed three AOs that all
handled error propagation using equations. We believe
that ten constructs, rather than 14, provides a more sound
basis for validation.

TABLE I. SPRUCE assessment objectives, organized by
assessment objective category.

Sources of uncertainty

S1  Estimate size of random or statistical uncertainty by
considering instrument precision

S2  Identify actions that might improve precision

S3  Identify actions that might improve accuracy

Handling of uncertainty

H1 Propagate uncertainties using formulas

H2 Report results with uncertainties and correct significant
digits

Distributions and repeated measurements

D1 Articulate why it is important to take several measurements
during experimentation

D2 Articulate that repeated measurements will give a
distribution of results and not a single number

D3 Calculate and report the mean of a distribution for the best
estimate of the measurement

D4  Appropriately use and differentiate between standard
deviation and standard error

D5 Determine if two measurements (with uncertainty) agree
with each other

SPRUCE was designed by iterating through the ECD
framework [28]. As described in previous work [14,15], a
process of iterative steps were taken in order to understand
the important aspects of measurement uncertainty in the
introductory laboratory community, determine a set of
areas to probe with the assessment (which eventually
turned into AQOs), write items for the assessment, and
refine these items based on a series of student interviews
and beta testing. The next stage is validation of the
assessment, which this paper aims to provide.

As part of ECD, after item creation, SPRUCE was beta
tested through online administration in several courses, as
well as through student interviews to determine reasoning
elements for all correct and incorrect answer options. Thus,
for each item on SPRUCE, we are confident about student
reasoning for each answer option they could select [15].
This important step of determining evidentiary reasoning is
a critical part of the ECD process.

C. Classical test theory

Classical test theory is an important validation tool for
RBAIs. It helps researchers determine whether the assess-
ment they have created has evidence for validity: i.e., is the
assessment evaluating what we think it is in a meaningful
way. The underlying theory assumes that the total test score
consists of two components: a true score and some random
error [32]. These three factors (the total test score, the true
score, and the random error) and the relationships between
them can be used to determine various information about
the quality of the assessment.

According to Englehardt, a high quality test must have
reliability, validity, discrimination, comparative data, and
be tailored to the population one hopes to measure [33]. In
order to determine whether SPRUCE is a high quality test,
we examine these requirements.

Four of these five qualities—reliability, validity, dis-
crimination, and suitability for the intended introductory
laboratory audience—are the main focuses of this paper.
We will discuss each of these important aspects of
conducting a thorough CTT analysis of SPRUCE. We
are currently in the process of collecting a large database of
comparative data to fulfill the last part of Englehardt’s
requirements for a high quality assessment. Below, we
define these qualities as they are used for CTT.

Reliability describes how consistently an assessment
measures what it is intended to measure (e.g., student
proficiencies, in the case of SPRUCE). In other words, if a
student takes the same assessment multiple times without
recalling previous attempts, they should get the same score
each time (assuming no new learning happens) in order for
an assessment to be considered reliable. Further, reliability
is dependent on the students taking the assessment—if they
have a wide range of levels of proficiency, the reliability
will be higher than if they have a narrow range [34].
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To address this, we administered SPRUCE in a wide variety
of courses at many different types of institutions.

Validity is related to the conclusions researchers can
draw from the scores students get on the assessment.
Statistical validations quantify how well the assessment
measures the specific topics it is intended to.

Discrimination refers to the assessment’s ability to
distinguish between high and low student performance,
both on the scale of the full assessment, as well as on the
scale of each individual item.

Finally, suitability for the intended audience indicates a
need for an assessment designed with the target population
in mind. For example, giving introductory physics students
an assessment with graduate-level questions will result in
poor performance for all students and therefore the data
will not be useful to instructors. Further, CTT does not
handle floor and ceiling effects well—if many students
are at a very high or very low range of scores, CTT is
inappropriate [34], which is another reason the test should
be targeted appropriately. It is also important to note that
this quality is closely related to discrimination—if the test
is too difficult for all of the students, then it will not
discriminate well.

While many researchers are turning to item response
theory (IRT) to validate assessments [32], CTT is an
important first step before further validating the assessment
using other methods. Additionally, CTT requires consid-
erably fewer data than IRT.

D. Scoring by couplet

As discussed in recent work [35], SPRUCE uses a
scoring paradigm that takes into account assessment
objectives (AOs) for each item. There are 19 items on
SPRUCE and ten AOs (see Table I). Each item addresses
between two and five of the AOs covered by SPRUCE.
Instead of simply scoring each item once and calculating an
overall assessment score on SPRUCE for each student by
adding together all item scores, the items are scored once
per AO they address and average AO scores are presented
to instructors in a final report. We refer to the individual
item-AQO pairs as couplets.

An example item (item number 3.3) from SPRUCE is
shown in Fig. 1 to illustrate the scoring method. This item
addresses two AOs: HI: Propagate uncertainties using
formulas and H2: Report results with uncertainties with
correct significant digits. Table Il shows a breakdown of
the scoring scheme for this item.

The first AO assesses whether students can identify the
proper method of error propagation, in this case division
by 10. If a student selects A, C, or E, they have correctly
propagated the uncertainty and therefore receive credit for
the couplet. The other AO assesses whether students
report results with proper significant figures. If students
select C or F, they have demonstrated understanding
of significant figures, and thus receive credit for this

3.3 You and your lab mates decide to measure 20 oscillations
at a time. Using a handheld digital stopwatch, you measure a
time of 28.42 s for 5 oscillations. To estimate the uncertainty
of this measurement, you consider human reaction time: an
online search suggests the average human reaction time is
approximately 0.4 seconds. What value and uncertainty do
you report for the period of a single oscillation?

O (A) 1.421 £0.02 s
O (B)1.421+04s
O (C) 1.424+0.02 s

O (D) 142404 s
O (E) 1.4£0.02 s
O (F) 14404

FIG. 1. Example SPRUCE item 3.3. This item addresses two
assessment objectives—one regarding error propagation and the
other regarding correct use of significant figures—with different
correct answers for each. The exact numbers have been changed
to protect the security of the assessment.

couplet. We therefore score this item twice: first, couplet
item 3.3—AO H1 (or simply 3.3 H1), and second, couplet
item 3.3—AO H2 (or 3.3 H2). A student who selects C
receives full credit (one point) for each couplet. A student
who selects A, E, or F receives credit for only one couplet.
A student who selects B or D receives no credit on either
couplet. Thus, one item on the assessment becomes two
independent couplets in terms of scoring. Students only
have to answer this item once, but we are able to assess
their understanding across multiple skills independently.

We complete a similar process for each item: an item was
compared to the list of SPRUCE AOs, matched appropri-
ately, and scored based on each AO that item addressed.
This led to 31 item-AO couplets from 19 items. Instead of
item scores, these couplet scores form the basis unit of
scoring and are used in the statistical validation presented
in this paper. Vignal et al. [35] present a more in-depth
analysis and discussion of this scoring scheme.

This method of scoring serves many purposes that are
discussed in more detail in our recent work [35]. This
scoring scheme helps reduce the number of questions
students answer—despite students only having to answer
19 items, we are able to score along 31 couplets, thereby
increasing the amount of information researchers can
extract about student understanding, while keeping the
actual assessment a reasonable length. Additionally,

TABLE II. Example scoring for couplets of item 3.3.
Score

Answer option H2 H3
A 1421 £0.02 s 1 0

B 1421+04s 0 0

C142+£0.02s 1 1

D142+04s 0 0

E 1.44+0.02s 1 0

F14+04s 0 1
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we show in this work that the base unit of scoring—the
couplet—is able to be treated similarly to item scores for
validating assessments.

III. METHODS
A. Establishing validity

In order to ensure the content validity of SPRUCE, or, in
other words, that the entire assessment measures the
intended content domain, we worked closely with instruc-
tors through all phases of development. SPRUCE was
developed using an evidence-centered design process, or
ECD [28], a framework for creating RBAIs. The first phase
of this was interviewing introductory laboratory instructors
to develop the objectives of SPRUCE. These instructors
indicated which areas of measurement uncertainty are most
important for their students to learn, which led to the initial
set of assessment objectives; these were then refined during
further development of SPRUCE. Further, we had inde-
pendent researchers map the SPRUCE items to the objec-
tives to ensure full coverage. Face validity, or ensuring that
items measure their intended constructs, was similarly
determined by this matching process, as well as via
soliciting instructor feedback during the entire item devel-
opment process. Finally, external validity deals with gen-
eralizing results beyond the pilot population. This type of
validity is the focus of the work presented here.

B. Data collection and cleaning

We recruited instructors across 22 institutions teaching
36 different courses to administer SPRUCE during the
Fall 2022, Spring 2023, and Fall 2023 semesters using a
pre-post format. We solicited instructors who had previ-
ously expressed interest in this project, as well as by
posting advertisements on the Advanced Laboratory
Physics Association (ALPhA) listserv and two American
Physical Society discussion boards (forum on education
and topical group on physics education research). For the
Spring 2023 and Fall 2023 semesters, we also required
instructors to fill out a brief survey about their course
for future work on analyzing the results of SPRUCE in
comparison with information about the course itself
(e.g., examining the differences in student learning gains
between courses intended for physics majors and courses
intended for other science majors). Table III shows brief
information about the institutions that administered
SPRUCE.

In the work presented here, we used only the post-test
data from all three semesters. Validation results typically do
not take into account pretest data because students have
not yet learned the material they are being tested on. From
these three semesters of post-test data, we received 3644
responses, of which 2596 were analyzed. Students were
excluded from analysis for not consenting to have their data
used in research, not answering the filter question (i.e., they

TABLE III. SPRUCE Institution types (N = 22). For each of
the 36 courses at 22 institutions during the Fall 2022, Spring
2023, and Fall 2023 semesters, we present information about the
highest degree of the institutions, as well as the numbers of
institutions that are minority serving. HSI indicates a Hispanic
serving institution and AANAPISI indicates an Asian American
and Native American Pacific Islander serving institution.

Number of Number of
institutions students
Highest degree
Ph.D. 7 2152
Master’s 4 325
Bachelor’s 9 86
Associate’s 2 33
Minority serving status
HSI 4 48
AANAPISI 1 29

closed the assessment before making it that far), or
answering the filter question incorrectly. We also excluded
duplicates (i.e., students who took SPRUCE more than
once—only their final attempt is included in this analysis).
This led to excluding 28.8% of the responses received (of
which 460 or 43.9% of exclusions were due to nonconsent
to research).

Additionally, we also collected expert responses in order
to establish validity of our scoring scheme. We asked
faculty members at a wide variety of institutions, as well as
those on the ALPhA email list, to anonymously take the
assessment. We also provided them a text box for additional
feedback they might have. We specifically targeted instruc-
tors of introductory laboratory courses, as well as physicists
who run experimental research groups. We received 36
complete responses from these experts.

C. SPRUCE scoring scheme and CTT

The scoring scheme we used for SPRUCE as discussed
in Sec. II D takes into account the fact that SPRUCE is a
multiconstruct assessment. Similar to the CDPA [11], the
PLIC [25], and the FCI [36], instead of probing one single
topic, SPRUCE assesses a variety of topics, in this case all
under the umbrella of the topic of measurement uncertainty.
The method of constructing scores from a student answer to
an item all the way through to an overall assessment score is
depicted in Fig. 2 and further explained below.

First, students answer assessment items in the usual way
(since couplet scoring does not change how the instrument
appears to students), as shown in the lowest layer of Fig. 2.
We then use these answers to score item-AO couplets, as
described in the methods section and shown in the second-
lowest layer of Fig. 2. It is important to note that, for this
work, the individual unit of scoring is the couplet, rather
than the item, as is the case for traditional scoring schemes.
Items may be scored multiple times in the couplet-scoring
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Overall Score

Sum normalized AO Scores and
divide by number of AOs (10)

AO: H1 Score

Sum H1 Couplet Scores then
round to nearest integer

Couplet 15 Couplet 16
Item 2.6 - AO: H1 ltem 3.3 - AO: H1 coe
Score Score

3

Student

Response to
ltem 2.6

Student
Response to
ltem 3.3

AO: H2 Score coe

Sum H2 Couplet Scores then
round to nearest integer

Couplet 18 Couplet 19
Iltem 3.3 - AO: H2 Item 4.5 - AO: H2 eee
Score Score

A

Student

Response to
ltem 4.5

FIG. 2. Flowchart indicating how to proceed from student responses to an item to couplet scores, AO scores, and an overall score.
Students respond to items, which are then paired with AOs. These item-AO pairs are scored as couplets. The couplet scores for each AO
are then summed, rounded, and normalized to 1. Finally, the AO scores themselves are summed and normalized to form an overall score.
This simplified flowchart illustrates only some of the couplets scored for two SPRUCE AOs, H1 and H2; in scoring SPRUCE, more
couplets than indicated are included in these two AOs, and all ten AOs are included in the overall score.

paradigm. A couplet is one such score on an item along a
specific AO. These couplets form the base scoring units to
which classical test theory is applied.

While most of the couplets are given either full credit
(1 point) or no credit (0 points), 10 of the 31 couplets—
resulting from three items—allow for partial credit in 0.25
point increments. These three items are all in the coupled
multiple-response format. A list of number of couplets
associated with each AO, as well as possible un-normalized
scores on that AO are shown in Table IV.

After all couplets are scored, we can then form AO
scores by summing the couplet scores for each AO
individually, which are shown as the second layer in Fig. 2.
After we calculate each student’s AO score, we round it to
the nearest integer. We do this after calculating an AO
score, rather than at the couplet level (i.e., we do not round
the couplet scores) because it allows for a more fine-
grained examination of scores. It also allows students to
get, for example, 0.25 points on four different couplets,
which could then add a point to that AO score, rather than
rounding all of those down to zero before calculating the
AO score. Rounding the AO scores allows us to make more
comparisons between the different AOs without losing
information; all of the CTT statistics presented below were
calculated with and without rounding, and with multiple

different methods of rounding. Aside from difficulty, which
changes as one might expect (rounding up brings the scores
up), none of the other statistics—including measures of
discrimination—change in a statistically significant way
due to rounding, either to the half integer or to the integer.

TABLE IV. AO score possibilities both before and after round-
ing. Each AO is targeted by a different number of couplets, and
therefore has a different total possible score. Some AOs offer
partial credit, which is then rounded to the nearest integer after
summing all couplet scores for that AO, such that all final AO
scores are integers.

Num. Possible scores, Possible scores,
AO  couplets before rounding after rounding
S1 3 [0, 1, 2, 3] [0, 1, 2, 3]
S2 5 [0, 0.25, 0.50, 0.75, ..., 5] [0, 1,2, 3,4, 5]
S3 4 [0, 0.25, 0.50, 0.75, ..., 4] [0, 1, 2, 3, 4]
H1 4 [0, 1, 2, 3, 4] [0, 1, 2, 3, 4]
H2 3 [0, 1, 2, 3] [0, 1, 2, 3]
Dl 2 [0, 0.25, 0.50, 0.75, ..., 2] [0, 1, 2]
D2 2 [0, 0.25, 0.50, 0.75, ..., 2] [0, 1, 2]
D3 2 [0, 1, 2] [0, 1, 2]
D4 4 [0, 1, 2, 3, 4] [0, 1, 2, 3, 4]
D5 2 [0, 1, 2] [0, 1, 2]

020125-6



EVIDENCE FOR VALIDITY AND RELIABILITY ...

PHYS. REV. PHYS. EDUC. RES. 20, 020125 (2024)

TABLE V. Statistics at each level that we present in this work.
Which CTT statistics are calculated differ based on which level of
the assessment they are applied to—the individual couplets, the
AOs, or the overall assessment score.

Assessment AO Couplet

Difficulty v 4 4
Ferguson’s delta v e e
Discrimination index e v v
Pearson coefficient e v v
Cronbach’s alpha v e e
Test-retest stability v

Split-halves reliability v

Thus, we choose to round to the nearest integer, with 0.5
rounding up.

We gather ten AO scores, one for each AO. From this, we
then compute an overall score by simply normalizing and
then summing these ten AO scores, as shown in the top layer
in Fig. 2. We calculate the overall score in this way because
it weights each AO equally, which is more desirable than
weighting the AOs differently depending on how many
times each is probed. This would result in artifacts from test
construction heavily biasing the score towards certain AOs.
We provide statistical evidence that this method of reporting
the overall score—normalizing and then summing the AO
subscores rather than simply adding up couplet scores—
provides a valid and reliable score.

In the following section, we report descriptions of
statistical validation, as well as the results we obtain from
these tests. A summary of these statistics and to which level
of score they are applied—the entire assessment, the AO
level, or the couplet level—is presented in Table V.

IV. RESULTS AND DISCUSSION

Below, we discuss the results of applying CTT to
SPRUCE; a summary of these results can be found in
Table VII.

A. Analysis of instructor responses

In order to establish expert alignment with our scoring
scheme, we collected 36 responses from experts, with data
collection for this section described above.

Of these responses, we analyzed only 27. We excluded
nine responses from our analysis after implementing a
system to exclude responses based on incorrect answers to
the most straightforward questions. For example, one such
item presented four stereotypical “bullseye” targets show-
ing different levels of accuracy and precision and asks the
user which bullseye represents high precision and low
accuracy. All items used to exclude expert responses were
either multiple choice or multiple response; we explicitly
chose not to use open response items for this. We excluded
responses with two or more incorrect answers to this subset
of questions from our analysis.

After removing these responses, we calculated an aver-
age score for each couplet from the 27 responses. Only
three couplets had less than 80% correct: couplets 3, 12,
and 30 (see Appendix for couplet numbering).

Couplet 12 asked about the impact on both accuracy and
precision when going from 200 to 1000 measurements.
Issues with this couplet were addressed by updating the
wording in the question statement to clarify it, based on
both a lower average than anticipated, as well as feedback
received in the feedback box at the end of the assessment.
We believe with this added clarification experts would be
better able to answer this item appropriately.

Couplet 30 required students (and experts) to compare
numerical measurements with uncertainty. It is a different
representation as couplet 31, but with identical comparisons
presented in both. However, couplet 31 is presented picto-
rially rather than numerically. A full analysis of student
responses to these couplets is described in prior work [37].
The expert average on the pictorial version of this couplet
was 81%. Therefore, we believe that the low average of 59%
on the numerical version of the couplet is due to experts
moving too quickly through the assessment rather than
taking the time to do the calculations required for this item.
Because experts agree with our answer when given the same
item pictorially, we elected not to change the numerical
version of the item. Further, many of the incorrect answers
received for the numerical version of the item selected an
answer where the two measurements being compared
were vastly different, with error bars very far apart, another
indication that experts did not fully engage with this item.

Finally, couplet 3 is a coupled multiple-choice item
that presents an unusual experimental setup. In this item,
students are given a piece of string and have to determine
how much mass hanging off the string will break it; the
masses they have are given in 20 g increments. The string
does not break under a 520 g load, but does break under a
540 g load. Experts and students have to correctly answer
two multiple choice items in order to receive credit for this
couplet—one for the breaking mass and one for the
uncertainty in that mass. The correct answer is 530 g +
10 g (where they must put 530 g for one question on the
assessment asking about mass, and 10 g on the next which
asks about uncertainty). The most common incorrect
answer (six out of the 11 incorrect responses) was
520 g+20 g. We believe that this answer is clearly
incorrect, because the string did not break at 520 g, so it
is clearly able to support weights between 500 and 520 g;
these values should not be included in a final determination
of the breaking mass of the string. Because the situation is
not typical as one does not directly measure the mean value,
we chose to keep this couplet as is in the assessment.

B. Overall score

From three semesters of data collection, we analyzed
a total of 2596 post-test responses to SPRUCE. In Fig. 3,
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FIG. 3. Histogram showing the distribution of overall post-test
scores on SPRUCE (N = 2596). This distribution is normal, as
determined by the Anderson-Darling test, skewness, and kurtosis.

we show a distribution of overall assessment scores.
The overall score is calculated as discussed above. The
average overall score for all students, normalized to 100, is
50.9 £ 0.4, with a standard deviation of 19.1.

Based on the overall score statistics, the assessment
appears to be properly tailored to the population in that the
scores cover a wide range and the average score is about
50%. This means that the assessment is neither too easy nor
too difficult for the intended introductory physics student
population. The general guidance is for this average score
to be between 30% and 80%. Further, the range of scores
(from 0.0 to 100, once normalized to 100) covers the entire
spread of possible scores, which lends evidence that the
discrimination of the assessment is good.

Finally, we tested the distribution of overall scores for
normality via the Anderson-Darling test [38,39], as well
as determined the skewness and kurtosis (the third and
fourth moments of the distribution). We do this because
normal data are simpler to analyze in most cases.
The Anderson-Darling test shows that the data are normal
to a significance level of 1.0%. The skewness is 0.010
with 95% confidence interval [—0.084, 0.105], and the
kurtosis is —0.577 with 95% confidence interval [—0.673,
—0.481]. We conclude that the distribution of the overall
score data is very close to normal as the skewness and
kurtosis are between —1 and 1 [40].1

'This reference uses a measure of kurtosis that adds three to the
method we use, and therefore states that normality is present for
kurtosis values of two to four; this corresponds to our values
when we subtract three.

C. Internal consistency: Matching assessment
objectives and items

A key component of the validation process is to ensure
the assessment is measuring what we believe it measures
with respect to our AOs. In our case, part of that validation
is to determine whether there is expert agreement on which
AOs are probed by each item. In order to validate our
matching of the SPRUCE items with their corresponding
AOs, we performed interrater reliability (IRR) testing on
assignment of the couplets. We provided two independent
(i.e., had never worked on SPRUCE) physics education
researchers with Ph.D.s in experimental science with a list
of SPRUCE items and AOs, and we asked them to list all
AOs they believed are probed by each item. We obtained
91% agreement with our matching of AOs initially, which
then rose to 99% after brief conversations to clarify
specifics about some of the AOs. For example, one such
clarification was in regards to AO D3: Calculate and report
the mean of a distribution for the best estimate of the
measurement. The raters coded some items with this AO
that related to calculating a mean, but did not require
students to report it. After discussion, there was full
agreement on couplets containing this AO. Through this
IRR process, we were able to demonstrate that the assign-
ment of AOs to items was robust and that the items do in
fact probe the AOs they have been assigned. Note that
this method of interrater reliability was performed due to
the fact that there are too few items per AO to perform
statistical analysis, such as a Cronbach’s alpha calculation
within each AO to determine the internal consistency of all
of the items within a particular AO.

D. Difficulty

Difficulty is simply a measure of the average score,
which can be calculated for a couplet, an AO, or the entire
assessment. The entire assessment difficulty (i.e., the
average overall score) was discussed previously.

Couplet difficulty is a measure of how many students got
the answer to each item-AQ couplet correct. In other words,
the difficulty on each couplet is its average score, which
falls between zero and one. Note that this means a higher
difficulty indicates an easier couplet, which can be slightly
counterintuitive. Couplets with difficulty values of about
0.50 are generally the best for discrimination, although this
is not always the case. This idealized difficulty of 0.50 also
assumes couplets are not correlated with each other, which
is not true for SPRUCE due to the nature of scoring some
items more than once, and also because many of the AOs
are often conceptually related to one another. We aim to
have the couplet difficulty be between ~0.25 and 0.9 [41].
If the difficulty is greater than 0.9, the couplet may be too
easy, and if the difficulty is less than 0.25, the couplet may
be too difficult. Caution must be taken here because many
of the multiple choice items on SPRUCE have more than
four potential answer options, and therefore this general
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statement about item difficulty is not always applicable,
especially because the main rationale for removing very
easy and very difficult items is because they are generally
poor for discrimination [32,41].

Doran describes an additional schema for determining
“good” values of difficulty, where a distribution of diffi-
culties amongst the items is ideal [41]. This distribution
should be tailored for the intent of the assessment and the
level of instruction. Instead of hard cutoffs, Doran et al.
recommend having questions of varying difficulty at all
levels. To this end, we show the distribution of couplet
difficulties in Fig. 4, which shows a good spread of
difficulties in line with Doran’s advice. Additionally, a
low difficulty value might indicate a couplet that is useful,
but addresses an area that students struggle with or
improvements in instruction are needed. Regardless, we
used these numbers as an indication to investigate couplets
that fall outside this range in order to determine why this
may have happened and whether the couplets should be
kept as is, changed in some way, or removed.

Individual couplet difficulties are provided in Appendix
in Table VIII. They fall between the values of 0.22 and
0.86, which is reasonable by the above cutoffs and schema,
especially because many of the low and high difficulty
couplets have reasonable discrimination values. The aver-
age couplet difficulty was 0.49 £ 0.03, again showing an
acceptable level of whole-test difficulty.

Next, we present AO-level difficulty in Table VI
AO-level difficulty refers to the average score on each

Number of Couplets

0.2 0.4 0.6 0.8
Difficulty

FIG. 4. Individual couplet difficulties. The histogram shows the
distribution of couplet difficulties. A large spread of difficulties,
as seen here, is a sign of a robust assessment.

TABLE VI. Statistics at the AO level. This table presents the
difficulty, discrimination index, and Pearson coefficient for each
of the ten AO scores. Error presented is standard error, shown as
uncertainty in the last digit [e.g., 0.54(1) = 0.54 £ 0.01].

AO Difficulty Discrimination index Pearson coefficient
S1 0.54(1) 0.42 0.56(1)
S2 0.62(1) 0.43 0.68(1)
S3 0.43(1) 0.50 0.71(1)
H1 0.38(1) 0.30 0.49(2)
H2 0.40(1) 0.35 0.48(2)
D1 0.49(1) 0.70 0.74(1)
D2 0.62(1) 0.62 0.71(1)
D3 0.79(1) 0.46 0.57(1)
D4 0.49(1) 0.47 0.62(2)
D5 0.33(1) 0.51 0.52(1)

Average 0.509(4) 0.48(4) 0.71(1)

AO after it has been normalized to one. Similar to couplet
difficulties, we aim to have a reasonable spread of AO
difficulties, with a desired average of around 0.50, which
would indicate that the assessment is designed appropri-
ately for the desired student population.

E. Discrimination

Discrimination refers to how well an assessment can
distinguish between high and low student performance in a
particular area. This can be calculated for the assessment as
a whole, at the AO level, and for each individual couplet.

1. Overall test discrimination

First, we determine Ferguson’s delta, a measure of the
discriminatory power of the entire test. It determines how
broadly overall scores are distributed over the entire
possible range. A broader distribution indicates a test that
is likely better at discriminating between students at
different levels [32]. To determine this measure, we use
the equation outlined in Ding and Beichner [32]:

V- p

6:
N2 —N?/(K+1)’

(1)

where N represents the total number of students in the
dataset (in our case, 2596), K is the number of AOs (10),
and f; is the number of students whose overall score
is i [32]. The Ferguson’s delta for SPRUCE is 6 = 0.947.
Because this is above 0.90 [42], we conclude that
SPRUCE, as an entire assessment, provides good discrimi-
nation among students. In calculating Ferguson’s delta for
this assessment, we binned overall scores out of 10 into
single integer bins (e.g., [0,1), [1,2), etc.). This is necessary
for the statistic to be calculated.
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2. Couplet-level discrimination

Couplet discrimination measures the power of a couplet
in distinguishing between high and low student perfor-
mance on the assessment as a whole. It is a correlation
between performance on a particular couplet and perfor-
mance on the entire SPRUCE assessment. We calculate
couplet discrimination with two separate methods. First,
we calculated the discrimination index, D. This is done
by using data from only the top and bottom 27% of
performers [33] on the assessment as a whole. The
discrimination index for each couplet is the difference in
the average couplet score for students in the top 27% minus
the average couplet score for students in bottom 27%.
Note that anything above about 0.3 [41] is considered to be
good discrimination. When calculated using this method,
the discrimination may be between —1 and 1. A negative
discrimination on an item indicates that students who did
worse on the assessment overall did better on that particular
couplet. Results of the discrimination index for each
couplet are shown in Appendix.

The second method of calculating discrimination is using
the Pearson coefficient, which is as follows:

L Y- HX0i-5)
VI - S0 -

where the x; refers to the score on a particular couplet by
the ith student, x refers to the mean couplet score for a
particular couplet being examined, y; refers to the overall
score on the assessment for the ith student, and y refers to
the mean overall score. The sums are taken over all students
who completed the assessment. Similar to the discrimina-
tion index, the Pearson coefficient can be between —1
and 1. Desirable results are r > 0.2 [43]. Note that the
Pearson coefficient indicates the correlation between stu-
dent scores on a particular couplet with their score on the
entire assessment.

Individual couplet discrimination indices and Pearson
coefficients are provided in Appendix.

Further, we calculated the minimum critical Pearson
coefficient value [44] for each couplet: this is defined as
being two standard deviations above zero, where the
standard deviation is given by:

(2)

Oy = ’ (3)

where N is the sample size. This minimum places a lower
bound on the Pearson coefficient, below which the couplet
should almost certainly be removed or reworked. Our
sample size is N = 2, 596, and therefore our minimum
critical Pearson coefficient is r;, = 0.039. All values are
above this cutoff, and the average Pearson coefficient is
significantly above this, showing an assessment with
reasonable discriminatory power.

In addition to calculating both the discrimination index
and Pearson coefficient for each couplet, we also show the
average of these metrics over all of the couplets for the
entire assessment: D = 0.45 + 0.03 and 7 = 0.40 + 0.03,
which show that, on average, the items have good dis-
criminatory power.

Figure 5 shows the discrimination index vs difficulty for
each couplet on SPRUCE. Couplets that fall below the
horizontal gray line (a discrimination of 0.3), to the left of
the left dashed line (difficulty less than 0.25) or to the right
of the right dashed line (difficulty greater than 0.90) should
to be examined further, as these fall outside the normally
accepted bounds for difficulty and/or discrimination.
Below we discuss the couplets that are outside these ranges.

Couplet 13 (see numbering in Appendix) has a low
difficulty (0.22 £ 0.01), indicating a difficult couplet, as
well as a low discrimination (r = 0.19). Typically, low
difficulty leads to low discrimination since most students
do poorly on the couplet. This couplet probes AO HI,
Propagate uncertainties using formulas. We chose to
keep this couplet because it articulates a concept that
many instructors described as important during interviews
used to develop the AOs—more than half of instructors
mentioned this concept [14], and because we aim to
achieve a high spread of difficulties. Further, many
couplets probe this AO, so one with poor discrimination
does not hinder the results.

Couplet 16 has poor discrimination (r = 0.10) and a low
difficulty (0.52 £ 0.01) for the number of answer options.
This couplet also addresses AO H1, Propagate uncertain-
ties using formulas. The error propagation occurs in an
unusual context for students, leading to more student
difficulties. It is important to note that the difficulty of
this couplet should be considered as consistent with
random guessing: out of the six answer options on this
multiple choice item, three were given full credit for this
particular couplet, which means 50% is random guessing.
Thus, students found this couplet to be fairly difficult
(even with a difficulty measure of 0.52), which partially
explains its poor discrimination. This item also addresses
another AO, and therefore we choose to retain the item on
SPRUCE, as well as this couplet in our analysis, due to the
importance of the topic it covers, despite student difficulties
with this couplet. The difficulty students have with this
couplet can also be used to inform instruction, and this
information would be lost if the couplet were removed.
Additionally, because the couplet is difficult for students,
we anticipate low discrimination.

Couplet 8 also shows poor discrimination (r = 0.12)
though with reasonable difficulty (0.61 4 0.01). This cou-
plet addresses AO S2, Identify actions that might improve
precision. This is a multiple-choice question with five
answer options, two of which are given full credit, so this
difficulty shows that students are not randomly guessing
(in which case we would expect a difficulty of about 0.40).
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FIG. 5.

Discrimination vs difficulty for each item-AO couplet on SPRUCE. Couplet number labels match the corresponding couplet

number in Table VIII. Gray dashed lines indicate reference cutoff values.

The AO addressed in this couplet deals with precision.
This item also is scored for accuracy (couplet 12). These
two concepts can often be difficult for students to distin-
guish, which we believe may be the cause of the low
discrimination for this couplet. We also choose to retain this
couplet due to the importance of these results for instructors
(i.e., students who perform better overall on the assessment
may still struggle with precision and accuracy), as well as
for future work, which will focus on student struggles with
these concepts.

Couplet 12 shows poor discrimination (r = 0.22),
though with an acceptable difficulty (0.40 4 0.01). The
item itself is a multiple-choice item, and the couplet
investigates AO S3, Identify actions that might improve
accuracy. This item has five possible answer choices in
which two are given full credit, so the couplet difficulty is
consistent with random guessing. We choose to keep this
couplet because, despite the fact that students are struggling
with this concept, instructors care about it: thus, this
couplet still provides a measure of student performance
that can inform instruction.

Finally, couplet 19 shows less than ideal discrimination
(r = 0.19) and somewhat low difficulty (0.30 &£ 0.01). This
couplet investigates AO H2, Report results with uncer-
tainties and correct significant digits. This item is a
numeric open response item, which, in this context, is
scored on student mastery of significant figures. This is a
topic students often struggle with and may be uncorrelated
to other measurement uncertainty topics, which leads to a
lower discrimination. Further, because the couplet is
difficult, we anticipate lower discrimination.

Overall, while some of the couplets may fall outside
of the range of ideal discrimination and difficulty, this is
due to a variety of factors. First, we hope for a spread of
difficulties of couplets; because some couplets have a high
difficulty, we anticipate these couplets will have a low
discrimination. However, the whole-test discrimination and
difficulty fall into the ideal range, thus showing that having
a few couplets outside of this range is not a significant
issue. Further, these couplets can help inform instruction; it
is important for instructors to be able to evaluate where
students are struggling and, in particular, where students
who may excel at most topics are struggling (i.e., the
couplets with low discrimination). This information can
help instructors make effective changes to their instruction.

3. AO-level discrimination

We present AO-level discrimination indices and Pearson
coefficients in Table VI. Discrimination—both in the form
of the discrimination index and the Pearson coefficient—
validates the way we calculate an overall score, by giving
equal weight to each AO score. We find that each AO score
has excellent discriminating power.

Further, we previously discussed rounding at the AO
level to determine AO scores. We calculated both discrimi-
nation indices and Pearson coefficients at the AO level
using unrounded scores, scores rounded to the half integer,
and scores rounded to the integer. All of these methods
resulted in statistics that were not significantly different
from one another, which provides additional evidence that
rounding at this level is appropriate. We round for ease of
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future analysis with the data, such as utilizing ordinal
logistic regression.

F. Reliability: Stability and internal consistency

Reliability is a method of generalizing the assessment to
future administrations. Essentially, it is a way of determin-
ing if the current data from students who have taken the
assessment are representative of data from potential
future students. Engelhardt describes three types of reli-
ability: stability, equivalency, and internal consistency [33].
Stability refers to consistency of scores over time; equiv-
alency refers to relation of scores on two different versions
of the assessment to each other; and internal consistency
refers to homogeneity of items. For this work, we calculate
reliability in the forms of internal consistency and stability.
Only one form of SPRUCE exists, so determining equiv-
alency is not possible.

1. Stability

Determining stability traditionally requires students to
undergo an additional round of testing to obtain test-retest
scores within a short time frame. However, this method has
two major issues. First, it creates an extra burden on
students and instructors, due to the necessity of another
round of testing. Second, this method would not work well
as students would recall the assessment and thus skew the
results. We instead assume that the populations of students
who participated in the administration of SPRUCE in Fall
2022 and Spring 2023 were equivalent and make the same
assumption for the Fall 2022 and Fall 2023 populations. This
is a reasonable assumption because the types of courses in
terms of intended student population of the course (i.e., we
had a mix of physics for life science majors and physics for
physics and engineering majors across all semesters of
administration) and the level of course (i.e., we had a similar
set of students’ year in school for all three semesters)
surveyed in all three semesters are very similar. In addition,
in many cases, the same courses participated in SPRUCE in
all three semesters. We then use these pairs of data sets as
test-retest data. To determine the stability, we examine only
the post-test administration in these two terms.

Because the individual students taking SPRUCE during
all three semesters of administration were not identical,
traditional methods of calculating stability such as detailed
in Englehardt [33] do not apply. Instead, we used an
alternate approach as described in Day and Bonn [11]. We
find a Pearson coefficient between two administrations
of the same test in different semesters. We calculate the
Pearson coefficient to determine the correlation of average
AO scores between the Fall 2022 and Spring 2023
administrations of SPRUCE and Fall 2022 and Fall
2023. For example, we pair the average score of AO S1
in Fall 2022 and AO S1 in Spring 2023, AO S2 in Fall 2022
and AO S2 in Spring 2023, and so on. We find the stability
of the test to be 0.985 4 0.009 with p <« 0.01. The stability

is therefore an acceptable value greater than (.70, the
generally accepted cutoff [45]. For the Fall 2022 and Fall
2023 semesters, we find the stability of SPRUCE to be
0.98 £ 0.01 with p < 0.01. We chose these two sets of
data for comparison to have one set of spring versus fall and
one set of fall versus fall in order to control for different
types of student populations that might be enrolled in the
different semesters (for example, some courses have typical
times they are offered when most students take the course,
while the other term might be the “off” term with a different
student population; this alternating semester effect was
shown in recent work by Christman et al. [46]). In either
case, the stability is both significant and high, showing that
SPRUCE conforms to test—retest stability when calculated
in this manner.

2. Internal consistency

To determine the internal consistency of the entire
assessment, we used two methods. First, the assessment
was fully scored and then randomly split into two halves,
each with five of the ten AOs. The Pearson coefficient was
then calculated between the average scores on the two sets
of five AOs. Next, the Spearman-Brown prophecy equation
was applied as a correction due to each half of the
assessment having fewer items than the whole [33]:

o 2rhh
71—|—rhh'

(4)

Ty

This equation for the internal consistency of the entire
exam (r,) is given in terms of the correlation coefficient
between the two halves (r,,). We repeated this process
126 times, once for each possible split of ten numbers,
and averaged all of the values obtained to find that
r;; = 0.809 £ 0.005, which is above the accepted value
of 0.70 for internal consistency [33,41]. Thus, we have
strong evidence that SPRUCE, as a whole assessment,
contains items that are internally consistent with one
another. The items are homogeneous to an extent, meas-
uring the same overarching concept of measurement
uncertainty.

A second method of evaluating the internal consistency
of an assessment is Cronbach’s alpha. The goal of calcu-
lating this statistic is to determine whether the AOs are
internally consistent with each other, which would indicate
that each of the AOs measures one component of the
overarching topic of measurement uncertainty. This both
aids in validating SPRUCE as an assessment that probes
measurement uncertainty, as well as validates our method
of calculating an overall score by averaging AO scores.
Cronbach’s alpha was calculated using the following
equation [33]:

E)ED
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This statistic takes into account the number of AOs
on the assessment (K = 10), the total test variance (67),
and the variance for each AO (o-%). Cronbach’s alpha for
SPRUCE is a = 0.83 £0.01, showing that the AOs are
internally consistent with one another, since this is above
the generally accepted cutoff of about 0.70 [33,41].

We further calculated the Cronbach’s alpha with each
AO removed to ensure that no single AO is artificially
lowering the Cronbach’s alpha for the assessment; all of
these values are within error of the Cronbach’s alpha for the
assessment. Had any of these values been significantly
higher than the Cronbach’s alpha for the assessment, it
would have indicated that the particular AO was lowering
the internal consistency of the entire exam and therefore,
likely not consistent with the other AOs.

V. SUMMARY AND FUTURE RESEARCH

In the work presented here, we have provided answers
to our initial research questions. First, we have shown
evidence for validity and reliability for SPRUCE as an
assessment tool for the student population included in
this study by calculating various CTT metrics, such as
difficulty, discrimination, and internal consistency. These
statistics were performed at various levels of scores—
couplets, AO scores, and overall score—to provide evi-
dence that SPRUCE is both valid and reliable. Second, we
have shown methods of adapting CTT for an assessment
using couplet scoring, including the use of various statistics

with AO scores. Using our new base unit of the item-AO
couplet from our scoring scheme, we evaluated couplet
difficulty, couplet discrimination index, and couplet
Pearson coefficient to perform a couplet-by-couplet analy-
sis of SPRUCE and determined that all of the couplets
show evidence of validity. We also calculated these same
statistics at the AO-level and again found that the AOs show
evidence of validity. Further, we calculated whole-test
statistics, such as average couplet difficulty, average cou-
plet discrimination, average couplet Pearson coefficient,
Ferguson’s delta, split-halves reliability, and test-retest
stability in order to show evidence of validity and reliability
for SPRUCE as a whole assessment.

Future research includes a full item response theory
analysis of SPRUCE, once enough data are collected to
make this feasible. In addition, future work is forthcoming
regarding student learning gains compared between pre-
and postinstruction administration of SPRUCE in labora-
tory courses, including a breakdown of several assessment
objectives and a close examination of areas in which
students most often struggle.

ACKNOWLEDGMENTS

This work is supported by NSF (Grants No. DUE
1914840, No. DUE 1913698, and No. PHY 2317149).
We would also like to thank Rachel Henderson for her
insights into how couplet scoring might be used in the
context of statistical validation.

APPENDIX: INDIVIDUAL COUPLET STATISTICS

Here, we present statistics for all individual couplets on SPRUCE in Table VIII.

TABLE VIL

Summary of statistical test results for whole assessment, SPRUCE (N = 2596). We present the

results of all statistical tests run at the whole-test level, including difficulty of the assessment, the average couplet
difficulty, the average couplet Pearson coefficient, Ferguson’s delta, Cronbach’s alpha, split-halves reliability, and
test—retest stability. Because test-retest stability is calculated twice, we show both values in this table—once for a
comparison of data from Fall 2022 and Fall 2023 semesters, and once for a comparison of data from Fall 2022 and

Spring 2023 semesters.

Statistic Range Desired values SPRUCE value
Difficulty, overall score [0, 1] [0.25, 0.90] 0.509 + 0.004
Average couplet difficulty [0, 1] [0.25, 0.90] 0.49 +£0.03
Average couplet discrimination index, D [-1,1] >0.30 0.45+0.03
Average couplet Pearson coefficient, 7 [-1,1] >0.20 0.40 +0.03
Ferguson’s delta, o [0, 1] >0.90 0.947
Cronbach’s alpha, a [0, 1] >0.70 0.83 +0.01
Split-halves reliability [0, 1] >0.70 0.809 + 0.005
Test-retest stability (Fall22/Fall23) [-1,1] >0.70 0.98 £0.01
Test—retest stability (Fall22/Spring23) [-1,1] >0.70 0.985 4+ 0.009
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(51

TABLE VIIL

Summary of statistical test results for each SPRUCE couplet [N = 2596]. See Table I for full text of

each assessment objective. This table includes the difficulty, discrimination, and Pearson coefficient for each

SPRUCE couplet.

Assessment Discrimination Pearson coefficient,
Couplet objective (AO) Difficulty, £0.01 index, D r, £0.02
1 N 0.75 0.34 0.31
2 S1 0.54 0.61 0.48
3 S1 0.34 0.32 0.27
4 S2 0.62 0.64 0.54
5 S2 0.74 0.43 0.52
6 S2 0.44 0.47 0.41
7 S2 0.62 0.49 0.39
8 S2 0.61 0.12 0.10
9 S3 0.33 0.72 0.66
10 S3 0.48 0.63 0.58
11 S3 0.42 0.46 0.39
12 S3 0.40 0.22 0.19
13 H1 0.21 0.19 0.20
14 HI1 0.31 0.37 0.32
15 H1 0.47 0.54 0.43
16 H1 0.52 0.10 0.10
17 H2 0.55 0.60 0.48
18 H2 0.35 0.27 0.24
19 H2 0.30 0.19 0.17
22 D1 0.43 0.76 0.66
23 D1 0.47 0.63 0.59
24 D2 0.48 0.72 0.63
25 D2 0.62 0.38 0.43
26 D3 0.86 0.35 0.44
27 D3 0.72 0.58 0.50
28 D4 0.53 0.41 0.33
29 D4 0.44 0.64 0.52
30 D4 0.59 0.50 0.40
31 D4 0.40 0.34 0.27
32 D5 0.26 0.52 0.47
33 D5 0.40 0.50 0.42
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