
i 

 

 

 

Extreme Ultraviolet Lensless Microscopy: 

Development and Potential Applications to Semiconductor Metrology 

by 

 Bin Wang  

B.S., University of Science and Technology of China, 2016 

M.S., University of Colorado Boulder, 2019 

 

 

 

A thesis submitted to the 

 Faculty of the Graduate School of the  

University of Colorado in partial fulfillment 

of the requirement for the degree of 

Doctor of Philosophy 

Department of Physics 

2022 

 
 Committee Members: 

Margaret Murnane, Chair 

Henry Kapteyn 

Robert McLeod 

Markus Raschke 

Michael Toney 

 

 



ii 

Wang, Bin (Ph.D., Physics) 

Extreme Ultraviolet Lensless Microscopy: Development and Potential Applications to 

Semiconductor Metrology 

Thesis directed by Professor Margaret M. Murnane and Henry C. Kapteyn 

 

The development and integration of next-generation semiconductor devices is experiencing 

significant metrology challenges. These devices are ever more complex and three-dimensional in 

shape and contain ever more types of materials, with critical dimensions of only a few tens of 

nanometers, or even down to a few nanometers. The structure and composition of these devices, 

while critical to their overall performance, is extremely difficult to measure non-destructively. 

Thus, there is an urgent need for non-destructive nano-imaging techniques for general next-

generation samples. In this thesis, I present the recent development of EUV lensless microscopy 

by combining the tabletop coherent extreme ultraviolet light sources based on high harmonic 

generation and the state-of-the-art computational phase retrieval algorithms (ptychography), as 

well as their potential applications to semiconductor metrology. In particular, I will present our 

work on designing and commissioning a tabletop EUV actinic microscope that is capable of 

performing at-wavelength EUV photomask imaging and defect inspection. We further 

demonstrated for the first time that fast, reliable and robust ptychographic imaging of periodic 

structures can be achieved by careful illumination design. This is both a critical advancement for 

the modern ptychography technique and a promising and economic solution for actinic EUV 

photomask metrology. 
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Chapter 1: Introduction 

 

1.1 Opening Remarks 

You can make things only if you can ‘see’ them well! 

 

1.2 Photolithography and metrology 

In 1965, Gordon Moore predicted that the number of transistors per silicon chip doubles every 

year, which has been widely known as the Moore’s law. Photolithography was the major 

manufacturing technique that keeps the Moore’s law alive. The root words photo, litho, graphy all 

have Greek origins, with meanings ‘light’, ‘stone’ and ‘writing’ respectively. As suggested by the 

name, photolithography is a printing (‘writing’) technique that uses light to transfer geometric 

design patterns from photomasks (essentially master templates, ‘stone’) to a layer of ‘light’-

sensitive chemicals (photoresists) coated on the substrate. The photoresist either breaks down or 

hardens where it is exposed to light, and the patterns are then created by removing the softer parts 

of the photoresist with appropriate solvents. Subsequent etching, deposition or implantation 

operations can be performed to create complex 2D/3D geometric/compositional structures. Ever 

since the first introduction of the Moore’s law nearly 60 years ago, an enormous amount of science 

and technology development and innovation in the field of photolithography has been made to 

keep driving the Moore’s law. It has been associated with dramatic decrese in the size of 

components used in integrated circuits (ICs), a process which is often refered to as “scaling”. 

Scaling has yielded a wide range of powerful and intelligent electronic devices that power our 

modern society. However, what comes with it is the complexity of these devices in terms of 

structure and composition, which makes the fabrication processes more and more challenging. For 
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example, by 2024 the gate length of ICs is projected to be 6 nm and instead of being planar 

structures, and the gate will wrap around vertically stacked nanowires. 

 

Figure 1.1: A overview of semiconductor dimensional metrology methods. Figure adapted 

from [1]. 
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Metrology is the art of measuring tiny structures. It involves measurements of any sample 

properties of interest and helps illustrate structure-function relationships, and is needed in almost 

all aspects of IC research and development, integration, manufacturing process control and testing. 

Semiconductor metrology challenges include but are not limited to measurement of critical 

dimensions (size and shape), surface and interface properties, line edge/width roughness, layer 

structure of complex material stacks, chemical composition, strain, material dielectric interfaces. 

Almost all the dimensional, compositional and interconnect parameters for complex 3D structures, 

such as gate-all-around (GAA) nanowires, have to be precisely determined. As devices shrink in 

size (approaching the atomic scale) and become more three-dimensional (3D) in architecture, the 

relative importance and complexity of metrology increase accordingly. This requires instruments 

with a wide range of underlying physics including electrons, light in a wide range of frequency 

(visible, deep ultraviolet, extreme ultraviolet, and x-ray), and surface forces. 

Here, we briefly review some key dimensional metrology techniques that are widely used in 

semiconductor manufacturing industry, as summarized in Fig. 1. Specialized critical dimension 

scanning electron microscopes (CD-SEMs) are one of the most versatile techniques used for in-

line measurements, using a finely focused electron beam to scan over the samples [2,3]. It provides 

top-down images with critical dimensional parameters such as linewidth, line shape, edge 

roughness, and contact holes, etc. with sub-nanometer-level accuracy, as shown in Fig. 1.2. Major 

current limitations include lacking quantitative depth- or chemical-sensitivity and e-beam-induced 

sample damage and carbon contamination. Critical dimension small-angle X-ray scattering (CD-

SAXS) [4] is a variable angle, transmission SAXS measurement where X-rays scattered from a 

periodic structure are analyzed to non-destructively determine the average shape of the 

nanostructure, see Fig. 1.3. It can be used to determine parameters such as sidewall angle, 
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linewidth, pitch and roughness. The primary limitation for CD-SAXS is the brightness of available 

compact high-energy X-ray sources (> 17 keV), which results in low measurement throughput. 

Scatterometry [5] is a non-imaging optical technique that allows sub-nanometer model-based 

measurements of overlay effects [6], geometric critical dimensions and optical constants of 

patterned arrayed structures, see Fig. 1.4. It is the metrology workhorse for determining CDs owing 

to the high measurement speed. However, as the modeling/fitting is an inverse problem without a 

unique solution, sometimes it suffers from inherent ambiguities associated with multi-variable 

correlation. Transmission electron microscopes (TEMs), mainly operating in two modes – high 

resolution TEM and high-angle-annular-dark-field (HAADF) scanning TEM, provide unprecedent 

resolution of about 0.05 nm [7] and is useful for current and future IC device metrology, see Fig. 

1.5. However, the main limitation is that it is destructive as most samples need to be cross-

sectioned and thinned down to below 100 nm, which precludes certain applications. Atomic force 

microscopes (AFMs) are well-suited for surface topography measurement with sub-nanometer 

resolution by positioning a small physics tip (< 10 nm radius) to interact with the surface, see Fig. 

1.6 [8,9]. However, it is only used in niche applications or where faster options are unsuitable 

because it is slow and does not meet the speed requirement in IC high volumn manufacturing 

(HVM). 
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Figure 1.2: Accurate, model-based 3D measurements of size, shape and roughness of 10 nm 

FinFET structures using CD-SEM. (a) A top down CD-SEM image. (b) Model-based 3D 

rendering from images taken from multiple beam angles. (c) Profile of the modelled SEM image 

overlaid with a TEM cross-section image showing great agreement. (d) Sidewall roughness of 

model-based 3D image. Figure is adapted from [1]. 
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Figure 1.3: Small angle x-ray scattering. (a) Schematic diagram showing variable angle CD-

SAXS on a periodic structure. (b) An example scattering pattern obtained from a pitch quartering 

sample. The red arrows mark the peaks from the nominal spacing, and other peaks are superlattice 

peaks from the pitch quartering. Figure is adapted from [10]. 

 

 

 

Figure 1.4: Optical scatterometry. (a) Schematic of optical scatterometry on 3D fin structures. 

(b) Three schematics showing a cross-section of a fin, its geometric parameterization and its 

segmenting for electromagnetic simulation. (c) Schematic of experimental data and library fitting. 

Figure is adapted from [1]. 
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Figure 1.5: Transmission electron microscopy. (a, b) Schematic diagrams of high resolution 

TEM (a) and high-angle-annular-dark-field scanning TEM (b). (c) Exit wave phase image of 

double-layer graphene reconstructed using a series of high resolution TEM through-focal lattice 

images. (d) TEM images of GAA silicon nanosheets. At this length scale whole devices can be 

imaged, though not with atomic resolution. Figure is adapted from [1]. 
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Figure 1.6: (a) Schematic representations of the basic principles of operation for AFM modes. A 

nanosized tip is used to sense the surface by non-contact or contact tip–sample interaction. (b) 

Long-range forces including electric and magnetic fields can be measured by studying the 

frequency changes in an oscillating tip, while local electrical properties such as capacitance or 

resistance are measured when the tip is in direct contact with the biased sample. In addition, near-

field optics techniques are used to explore chemical mapping and optical properties with 

nanometre precision. (c) , the conventional sensing scheme of AFM has been modified by 

dedicated tip geometry (that is, T-shaped apex) and tilting scan heads for advanced process 

monitoring of fins (for example, sidewall and edge roughness). Figure is adapted from [1]. 

 

The recent integration of EUV lithography into semiconductor HVM introduces new metrology 

challenges. First of all, as device features reach 1-10 nm, their functional properties are no longer 

well-described by macroscopic models because imperfections such as surface/interface roughness 

and oxide layers have thickness in this regime, and therefore begin to have a considerable impact 

on their properties and performance in multilayer structures [11,12], metal oxide semiconductor 
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field effect transistors (MOSFETs) [13,14], and EUV photomasks [15,16]. Non-destructive (or 

even better, in-situ) measurement in working devices will be critical to further understanding this 

surface- and interface-dominated effects and optimizing the synthesis and integration of these 

devices. Secondly, all optics used in EUV lithography are reflective surfaces with Si/Mo 

alternating multilayers as high reflectors at the 13.5 nm wavelength. Small particles embedded 

beneath the multilayer coatings will result in small bumps in the multilayer structures, which do 

not affect the reflectivity but do change the phase delay at the defect position – meaning phase-

only defects. Unfortunately, most current metrology techniques are not sensitive to this type of 

phase defects. Last but not least, actinic patterned EUV photomask metrology tools, meaning using 

the same 13.5 nm wavelength for inspection as for manufacturing, are extremely desirable due to 

the distinct contrast mechanisms for electrons and photons, and even for photons at different 

wavelength/frequency. For example, it has been demonstrated that defects on EUV photomasks 

detected by electron beams and deep ultraviolet light can result in no impact on the patterned wafer, 

and vice versa [17]. It has been considered to be a major remaining EUV photomask infrastructure 

gap. 

Finally, I want to wrap up this section by pointing out that no single instrument has the full 

capabilities (such as resolution, speed, contamination/damage, uncertainty) needed to characterize 

the whole set of parameters of complex device structures, so multiple complementary tools need 

to be integrated to provide full understandings, and novel metrology techniques are always under 

investigation to enable new capabilities. 
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1.3 EUV as a powerful probe 

Metrology tools are essentially instruments that uses some kind of probe to interact with a sample 

of interest and generate a detailed rendering of that sample, either spatially-resolved or 

compositionally-resolved or 3D-modeled etc., based on how the probe changed during the 

interaction. As discussed in the previous section, state-of-the-art semiconductor metrology tools 

use a wide variety of different probes, for example electrons and photons spanning an extensive 

range of wavelength, and even physical nano-tips, as each probe see different aspects of the sample 

due to the rich contrast mechanisms. In this thesis, we focus on making use of photons in a specific 

range in electromagnetic spectrum, i.e., the extreme ultraviolet (EUV), to develop novel and 

powerful metrology techniques that hopefully help address some of the challenges presented in the 

previous section. 

Photons in the EUV – wavelength between 10 nm and 100 nm - is recognized as a powerful probe 

for three primary benefits. First, its short wavelength, compared to visible and DUV light, enables 

higher spatial resolution for microscopy within the diffraction limit, 𝜆/2𝑁𝐴, where 𝜆 is the probe 

wavelength and 𝑁𝐴 is the numerical aperture of the imaging system. Numerical aperture is a 

dimensionless number measuring the 3D collection angle of an imaging system, typically below a 

value of 1, which means a traditional imaging system can typically achieve spatial resolution equal 

to half the wavelength of the illumination at the best. A host of interesting nanoelectronic 

semiconductor devices has length scales close to the wavelength of EUV light, making it a natural 

probe for metrology [18-20]. Second, elemental absorption edges are densest in this wavelength 

range, providing a natural and high contrast mechanism for emelental composition [21]. This 

compositional sensitivity has been experimentally demonstrated to be powerful and promising 

[19,20,22]. Thirdly, like x-rays, the photon energy of the most commonly used EUV light (< 40 
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nm) is far away from interatomic bond resonances. This allows one to simply calculate the index 

of refraction for any compound material from atomic scattering factors, 𝑓1(𝜆) and 𝑓2(𝜆), of the 

elements present in that material, which is in contrast to visible light wherein the index of refraction 

often must be experimentally determined for each compound due to the complex molecular 

bonding structures. Specifically, the wavelength-dependent index of refraction in the EUV can be 

represented as: 

𝑛(𝜆) = 1 − 𝛿(𝜆) − 𝑖𝛽(𝜆),                                           ( 1.1 ) 

where 𝛿(𝜆) = 𝑛𝑎𝑟𝑒𝜆
2𝑓1(𝜆)/(2𝜋) and 𝛽(𝜆) = 𝑛𝑎𝑟𝑒𝜆

2𝑓2(𝜆)/(2𝜋) [23]. 

For the experimental demonstrations in this thesis, we mostly used EUV photons at 56 nm, 30nm 

and 13.5nm wavelength. 

 

1.4 EUV microscopy 

Microscopy is the technical field of using various kinds of microscopes to form images of samples 

of interest that cannot be seen with naked eyes. Forming images in the EUV/x-ray region is not as 

straightforward as in the optical wavelength because of the lack of suitable refractive lenses. Here, 

we briefly review the efforts in developing EUV/x-ray microscopy techniques. 

The simplest method to for an image with EUV/x-ray is to record the shadow of the object, as done 

in medical x-ray imaging – radiography, see Fig. 1.7. Radiography provides information about the 

distribution of absorbing materials with millimeter-scale spatial resolution. 
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Figure 1.7: One of the first x-ray photographs, taken by the German physistist Willhelm Conrad 

Röntgen (a) showing his wife’s hand (b). Figure adapted from [24]. 

 

Imaging resolution can be improved by using small apertures. The small aperture is placed directly 

in front of the sample to form a small beam on the sample, which is then raster scanned to form an 

image with the resolution dependent on the aperture size [25]. In the case of coherent illuminations, 

Fourier transform holography was developed [26] to image nanostructures with down to 50 nm 

resolution [27], as shown in Fig. 1.8. In Fourier transform holography, the light from the small 

aperture acts as a reference beam and interferes with the diffraction from the sample area and forms 

intensity modulations, which is then Fourier transformed to obtain an image of the sample. The 

resolution of Fourier transform holography is proportional to the size of the aperture. Increasing 
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resolution is challenging because as the aperture becomes smaller, more photons are blocked in 

the reference beam, diminishing the signal-to-noise ratio in the interference fringes. 

 

Figure 1.8: Fourier transform holography enables imaging of magnetic structures with 50 

nm resolution. In Fourier transform holography, a small aperture is added besides the sample, 

which creates a reference beam that interferes with the diffraction from the sample area. The 

interference is recorded on a detector as intensity modulations. A Fourier transform of the intensity 

image results in an high resolution image of the sample. Figure adapted from [27]. 

 

The application of focusing mirrors to EUV/x-ray was pioneered at Stanford by Kirkpatrick and 

Baez [28]. They used two superpolished substrates, each with either a parabolic or elliptical 
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curvature, see Fig. 1.9(a). The curved substrates are able to focus a glancing incident x-ray beam 

and are known as K-B mirrors. The glancing incident angle is needed for high reflectivity. Another 

mirror geometry, the Schwarzschild configuration, uses multilayer spherical mirrors to focus the 

beam, see Fig. 1.9(b) [29,30]. Multilayer mirrors are layered structures designed such that only a 

select bandwidth of radiation is reflected. The use of two mirrors in a proper design, can reduce 

the astigmatism from spherical surfaces [31,32]. Reflective focusing mirrors do not require 

coherence, but some other optical focusing elements do, i.e., the Fresnel zone plate and the Laue 

lens. The Fresnel zone plate consists of a series of concentric rings, designed such that constructive 

interferences happen at some spots on the optical axis, effectively forming some focus spots, see 

Fig. 1.9(c). The focus spot size is limited by the fabrication quality, especially the outer most rings. 

The Laue lens can be thought of a 1D zone plate, creating a 1D focus as tight as 8 nm [33], see 

Fig. 1.9(d). 

The ability to focus EUV/x-rays leads to point scanning microscopy techniques. Zone-plate-based 

point scanning microscopy techniques have achieved 30 nm resolution [34]. Fresnel zone plates 

also allow direct image formation, and 10 nm resolution has been achieved [35]. A combination 

of K-B mirrors and Fresnel zone plates has demonstrated 5 nm spot size [36]. Furthermore, 

quantitative phase information is possible by analyzing the intensity changes between adjacent 

scanning points [37]. 
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Figure 1.9: Focusing optics in EUV/x-ray. (a) The Kirkpatrick-Baez mirror that consists of two 

superpolished substrate with parabolic or elliptical curvature. (b) The Schwarzschild objective 

consists of two spherical mirrors with multilayer coatings. (c) The Fresnel zone plate is a 

diffractive element consisting of concentric rings with certain widths and distances. (d) The Laue 

lens is a diffractive element that can form a line focus from sputtered layers of materials. Figure 

adapted from [39]. 

 

So far, the imageing techniques reviewed above rely on either using some image-forming optics 

to directly form images of the samples or using focusing optics to obtain a small focus spot and 

then forming images through point scanning. This leads to severe limitation on the microscope 

performance by the quality and cost of these optical elements. On the contrary, the image forming 
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technique used in this thesis, i.e., coherent diffractive imaging (CDI), does not require any image 

forming optics, which makes it the most photon efficient for of imaging [38]. It does require to 

focus the beam down to several microns, but the resolution is not limited by the spot size but by 

Abbe’s diffraction limit, since it is not a point scanning method. Futhermore, both the amplitude 

and phase information of the sample can be determined, which enables us to better understand the 

light matter interactions. The theory and algorithms of CDI will be reviewed in the next section, 

and experimental demonstrations of CDI using coherent EUV beams will be discussed in Chapters 

2-4. 

 

1.5 Coherent diffractive imaging 

Coherent diffractive imaging (CDI) is a microscopy technique that uses computational algorithms 

to replace traditional image forming optics, thus also known as lensless imaging. In CDI, a 

coherent beam, such as a light or electron beam, is incident on a sample of interest, and the intensity 

of the far-field diffraction patterns are measured on a pixel-array detector. During the 

measurement, only the amplitude information, that is the square root of intensity, of the far-field 

diffraction field is preserved, while the phase information is lost – the well-known phase problem. 

Some computational algorithms are then used to retrieve the lost phase from these amplitude 

measurements and some constraints and/or a prior knowledge, a process known as phase retrieval. 

With both the measured amplitude and retrieved phase information of the far-field diffraction filed, 

a complex-valued image of the sample can be calculated by back propagating the field from the 

detector plane to sample plane, which turns out to be a Fourier transform relationship. 

Over the past two decades, CDI has exploded in popularity in the X-ray and EUV microscopy 

communities where high-quality image-forming optics are difficult and expensive to fabricate. 
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Since its first demonstration using coherent X-rays in 1998 [40], CDI has experienced 

revolutionary development and has found applications across wide fields such as material science 

[41-43], semiconductor metrology [44], biological science [45,46], etc. With the added benefits of 

diffraction-limited resolution and phase-contrast sensitivity, CDI is one of the instrumental tools 

driving the nanoscale microscopy revolution of the last decade. This chapter discusses the 

formulation of the phase problem and its solution as through iterative optimization. 

 

1.5.1 Single diffraction pattern CDI 

In the early stage of CDI, one is usually interested in retrieving the phase from a single diffraction 

intensity measurement, as in image recovery from speckle interferometry data in astronomy and 

from structure factors in crystallography. To mathematically formulate this single diffraction 

pattern phase retrieval problem, we use two complex-valued functions 𝑓(𝑥, 𝑦) = |𝑓(𝑥, 𝑦)| ∙

𝑒𝑖𝜂(𝑥,𝑦) and 𝐹(𝑢, 𝑣) = |𝐹(𝑢, 𝑣)| ∙ 𝑒𝑖𝜓(𝑢,𝑣) to represent the wave field in the sample exit plane (that 

is immediately after the wave interacting with the sample) and the detector plane, respectively. 

Mathematically, they are related by a Fourier transform relationship with a normalization factor 𝑪 

i.e., 

𝐹(𝑢, 𝑣) = |𝐹(𝑢, 𝑣)| ∙ 𝑒𝑖𝜓(𝑢,𝑣) = 𝐶 ∙ ℱ[𝑓(𝑥, 𝑦)] = 𝐶 ∙ ∬ 𝑓(𝑥, 𝑦)𝑒−𝑖2𝜋(𝑢𝑥+𝑦𝑣)𝑑𝑥𝑑𝑦
+∞

−∞
,       ( 1.2 ) 

where (𝑥, 𝑦) is a 2D spatial coordinate, and (𝑢, 𝑣) is the corresponding 2D spatial frequency 

coordinate. One wishes to recover 𝜓(𝑢, 𝑣) given a measurement of |𝐹(𝑢, 𝑣)| and some constraints 

or a prior information about 𝑓(𝑥, 𝑦). In practice, one deals with sampled data, assuming 2D square 

sampling grids, in a computer. The Fourier transform in Eq. (1.2) and its inverse are then replaced 

by the discrete Fourier transform and its inverse: 

𝐹(𝑢, 𝑣) =  𝐶 ∙ ∑ ∑ 𝑓(𝑥, 𝑦) ∙ 𝑒−𝑖2𝜋(𝑢𝑥+𝑦𝑣)/𝑁
𝑦=𝑁−1
𝑦=0

𝑥=𝑁−1
𝑥=0 ,                    ( 1.3 ) 
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𝑓(𝑥, 𝑦) =  𝐶 ∙ ∑ ∑ 𝐹(𝑢, 𝑣) ∙ 𝑒𝑖2𝜋(𝑢𝑥+𝑦𝑣)/𝑁𝑣=𝑁−1
𝑣=0

𝑢=𝑁−1
𝑢=0 ,                     ( 1.4 ) 

which are computed using the fast Fourier transform (FFT) algorithm. 

Over the past 70 years, the initial ideas of phase retrieval have been adapted and expanded into a 

formulation as a non-convex optimization problem [47]. The proposed algorithms typically take 

the form of iterative projections (and sometimes reflections) onto constraint sets in the spatial 

space (or real space) and the spatial frequency space (or reciprocal space) where measurements 

are taken and/or a prior knowledge is known. This process is repeated iteratively until some 

convergence criteria is met. A brief introduction of these algorithms is given here. For a more 

detailed discussion, please refer to [48]. 

When formulating phase retrieval algorithms, it is useful to understand the following two concepts: 

the constraint sets and the projector and reflector. 

The constraint sets: In the phase retrieval problem stated before, both the real space and the 

reciprocal space are involved. There are mainly two constraint sets, one in each space. The real 

space constraints can vary depending on the sample, the imaging system, and the algorithm in use, 

examples including the non-negativity of real space pixel value [49], constraints on the image 

histogram [47], or most commonly the support or isolation constraint 𝑪𝑺  [50], which simply 

constraints that the object’s pixel values are zero outside some defined support region 𝑫. The 

reciprocal space constraint 𝑪𝑨 is also known as Fourier modulus constraint, which constraints that 

the Fourier modulus of the solution is equivalent to the measurements. 

The projector and reflector: The projector onto one constraint set is a mapping from a general 

guess image, 𝑣, onto an an image in the constraint set, 𝜉, such that |𝜉 − 𝑣| is minimized [51]. This 

means that the guess image, 𝑣, is simply mapped to the closest point in the constraint set. For the 

support constraint, the support projector is given by  
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𝑷𝑺{𝑣} =  {
𝑣, 𝑥 ∈ 𝑫
0, 𝑒𝑙𝑠𝑒

.                                                     ( 1.5 ) 

For the Fourier modulus constraint, the projector includes first Fourier transforming 𝑣  to the 

reciprocal space to form �̃� = ℱ{𝑣}, then replacing its amplitude with the measurement, �̃�𝑴{�̃�} =

√𝐼 ∙ 𝑒𝑖∙𝑎𝑛𝑔𝑙𝑒{�̃�}, and finally inverse Fourier transforming it back to the real space, ℱ−1{�̃�𝑴{�̃�}}. 

Putting them all together, the Fourier modulus projector is given by 

𝑷𝑴{𝑣} = ℱ
−1{√𝐼 ∙ 𝑒𝑖∙𝑎𝑛𝑔𝑙𝑒{ℱ{𝑣}}},                                       ( 1.6 ) 

where ℱ and ℱ−1 are the Fourier transform and inverse Fourier transform operations, 𝑎𝑛𝑔𝑙𝑒{} is 

an operation that takes the phase of the input, and 𝐼 is the measured Fourier intensity distribution. 

The reflector is a mapping that applies the same operation as the projection operation but moves 

twice as far. It can be constructed from the corresponding projector as follows 

𝑹𝑺(𝑣) = 𝑣 + 2(𝑷𝑺{𝑣} − 𝑣) = 2𝑷𝑺{𝑣} + 𝑣,                                 ( 1.7 ) 

𝑹𝑴(𝑣) = 𝑣 + 2(𝑷𝑴{𝑣} − 𝑣) = 2𝑷𝑴{𝑣} + 𝑣,                                 ( 1.8 ) 

Within this formalism, the phase retrieval problem is equivalent to finding a solution 𝑣 that is an 

element of the union between the two constraint sets 𝑪𝑺 and 𝑪𝑨. For the solution to be unique, the 

constraint sets must be non-convex and must intersect at only one point. The solution is found by 

starting from a random guess and iteratively projecting between the constraint sets, as shown in 

Fig. 1.10.  
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Figure 1.10: A schematic representation of alternating projection algorithms for phase 

retrieval. The algorithm starts from an initial random guess, 𝑣0, and is iteratively projecting onto 

the support constraint 𝐶𝑆 and the Fourier modulus constraint 𝐶𝑀 to find a global minimun solution. 

Figure adapted from [52]. 

 

Several algorithms based on these concepts have been proposed and demonstrated. We will now 

summarize some commonly used projection algorithms in Table 1 and provide visual 

representations of their characteristic behavior for intuitive understanding. 
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Table 1: Summary of various phase retrieval algorithms. 

Algorithm Iteration update formula 𝑣(𝑛+1) = 

ER 𝑷𝑺𝑷𝑴{𝑣
(𝑛)} 

SF 𝑹𝑺𝑷𝑴{𝑣
(𝑛)} 

HIO 
{
𝑷𝑴{𝑣

(𝑛)},                       𝑣𝑛 ∈ 𝑫 

(𝑰 − 𝛽𝑷𝑴){𝑣
(𝑛)}, 𝑣𝑛 ∉ 𝑫

 

DM (𝑰 + 𝛽𝑷𝑺((1 + 𝛾𝑠)𝑷𝑴 − 𝛾𝑠𝑰) − 𝛽𝑷𝑴((1 + 𝛾𝑀)𝑷𝑺 − 𝛾𝑀𝑰)) {𝑣
(𝑛)} 

RAAR 
(
1

2
𝛽(𝑹𝑺𝑹𝑴 + 𝑰) + (1 − 𝛽)𝑷𝑴) {𝑣

(𝑛)} 

 

The first algorithm called error reduction (ER) (Gerchberg-Saxton [53,54]) is  

𝑣(𝑛+1) = 𝑷𝑺𝑷𝑴{𝑣
(𝑛)},                                                    ( 1.9 ) 

which tries to find a solution by projecting back and forth between two constraint sets, as illustrated 

in Fig. 1.11(a). The solvent flipping (SF) algorithm replaces the support projector 𝑷𝑺  with its 

reflector 𝑹𝑺: 

𝑣(𝑛+1) = 𝑹𝑺𝑷𝑴{𝑣
(𝑛)},                                                    ( 1.10 ) 

to improve the convergence speed, as shown in Fig. 1.11(b). The hybrid input-output (HIO) 

algorithm is based on a nonlinear feedback control theory and can be constructed as: 

𝑣(𝑛+1) = {
𝑷𝑴{𝑣

(𝑛)},                       𝑣(𝑛) ∈ 𝑫 

(𝑰 − 𝛽𝑷𝑴){𝑣
(𝑛)}, 𝑣(𝑛) ∉ 𝑫

,                                 ( 1.11 ) 

where 𝑰 is the identity operator, and 𝛽 is a hyperparameter controlling the feedback strength, as 

shown in Fig. 1.11(c). The difference map (DM) is a general set of algorithms [47] that requires 4 

projections, see Fig. 1.11(d): 
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𝑣(𝑛+1) = (𝑰 + 𝛽𝑷𝑺((1 + 𝛾𝑠)𝑷𝑴 − 𝛾𝑠𝑰) − 𝛽𝑷𝑴((1 + 𝛾𝑀)𝑷𝑺 − 𝛾𝑀𝑰)) {𝑣
(𝑛)},      ( 1.12 ) 

where 𝛽, 𝛾𝑀, 𝛾𝑆 are feedback parameters and it is suggested in [47] that the optimal combination 

is 𝛾𝑀 = 𝛽
−1  and 𝛾𝑆 = −𝛽

−1 . Finally, the relaxed averaged alternating reflector (RAAR) 

algorithm [55] corresponds to: 

𝑣(𝑛+1) = (
1

2
𝛽(𝑹𝑺𝑹𝑴 + 𝑰) + (1 − 𝛽)𝑷𝑴) {𝑣

(𝑛)}.                          ( 1.13 ) 

It is widely believed that RAAR is one of the most powerful phase retrieval algorithms. For 𝛽 =

1, HIO and RAAR coincide. 

The first experimental demonstration of CDI using x-ray was not until 1999 by Miao et al. [56]. 

Miao reconstructed a pinhole sample (gold dots on a silicon nitride film) using 1.7 nm light at 

normal incidence in transmission geometry, using essentially HIO algorithm and reporting 75 nm 

resolution. The long delay between the proposal of phase retrieval and its experimental 

demonstration using x-rays was ecidence of the weakness of single diffraction pattern CDI 

algorithms, expecially in the presence of experimental uncertainties. Furthermore, the phase 

retrieval algorithms presented above are only capable of reconstructing exit surface waves – which 

are complex-value wave fields immediately after the interaction between the illumination and the 

sample, not the sample image itself. This could potentially result in some issues in cases where the 

illumination is not uniform and has complicated structures. Luckily, these limitations can be 

overcome by a more robust and powerful extension of CDI called ptychography, which is the focus 

of this thesis and will be introduced in the next section. 
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Figure 1.11: Geometric representation of various projection algorithms using the most 

simplified version of the constraint sets: two intersecting straight lines. (a) Error reduction 

algorithm: it starts from a point on the modulus constraint by assigning a random phase to the 

diffraction modulus and iteratively projects onto the two constraint sets. (b) The solvent flipping 

algorithm replaces the support projector with its reflector to increase convergence speed. (c) 

Hybrid input-output algorithm. (d) Difference map algorithm. Figure adapted from [48]. 
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1.5.2 Ptychography 

Ptychography is a coherent diffractive imaging technique that has revolutionized EUV and X-ray 

imaging in the last decade. The basic principal of ptychography was originally proposed as a 

method of calculating the phase of the Bragg peaks from a crystal by Hoppe et al. in 1969 [57]. 

The idea was then re-visited and demonstrated to improve spatial resolution in transmission 

electron microscopy by Nellist, Chapman and Rodenburg in 1995 [58]. In 2004, it was adapted in 

the optical microscopy community to image with short-wavelength light [59], and substantially 

extended in 2009 to include probe deconvolution, such that complex images of both a sample and 

the beam illumination are returned [60,61]. Since the early 2000s, ptychography has proven robust 

enough to handle real-world experimental conditions/uncertainties using both facility-scale and 

tabletop EUV and X-ray sources ( [20,44,62-64] are but a few examples; more works are reviewed 

in [65]). Indeed, many of the STXM beamlines at facility-scale sources have been upgraded to 

have ptychography capability in the last 10 years because the necessary experimental hardware is 

essentially identical other than the detector (which can be a bucket detector for STXM but must 

be a pixel array camera for ptychography). 

In ptychography, instead of taking a single diffraction pattern on spatially confined samples, the 

illumination beam is scanned across spatially extended samples in an area-by-area manner, as 

oppose to point-by-point scanning, and diffraction patterns are collected at each scan position. 

During the scanning, a significant amount of area overlap between adjacent scan positions is 

maintained, which creates a large amount of information redundancy to enable fast, robust and 

high-quality image reconstruction through phase retrieval. Furthermore, this information 

redundancy also allows to decouple the illumination function and the sample 

transmittance/reflectance function. The mathematical formulation is decribed below: 
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Figure 1.12: Ptychography data collection and reconstruction. (a) A schematic showing the 

ptychography data taking procedure, where a coherent illumination is scanned across a sample and 

diffraction patterns are measured at each position. (b) A schematic showing the ptychography data 

reconstruction procedure. Figure adapted from [66]. 

 

Data taking in ptychography: 

When taking ptychography datasets, we collect a series of far-field diffraction intensity patterns at 

a set of 𝐽 known positions, 𝑟𝑗 = (𝑥𝑗 , 𝑦𝑗) for 𝑗 = 1,2, … , 𝐽. At each scan position, we assume that 

the exit surface wave (ESW) can be modelled as the product of the complex-valued illumination 

function, 𝑝(𝑥, 𝑦) called the probe, and the shifted sample transmittance or reflectance function, 

𝑜(𝑥 − 𝑥𝑗 , 𝑦 − 𝑦𝑗) called the object: 

𝜓𝑗(𝑥, 𝑦) = 𝑝(𝑥, 𝑦) ∙ 𝑜(𝑥 − 𝑥𝑗 , 𝑦 − 𝑦𝑗).                                     ( 1.14 ) 

This is valid for samples in which  the beam does not significantly diffract, which is equivalent to 

obeying the first Born approximation. The ESW then propagates (and diffracts) in the free space 

between sample and detector: 
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𝛹𝑗(𝑢, 𝑣) = 𝒫{𝜓𝑗(𝑥, 𝑦)} = 𝒫{𝑝(𝑥, 𝑦) ∙ 𝑜(𝑥 − 𝑥𝑗 , 𝑦 − 𝑦𝑗)},                         ( 1.15 ) 

where 𝒫 is a propagator and usually takes the form of Fresnel or Fraunhoffer propagation.The 

detector measures the intensity distribution as (Fig. 1.12(a)) 

𝐼𝑗(𝑢, 𝑣) = |𝛹𝑗(𝑢, 𝑣)|
2
= |ℱ{𝑃(𝑥, 𝑦) ∙ 𝑂(𝑥 − 𝑥𝑗 , 𝑦 − 𝑦𝑗)}|

2
.                         ( 1.16 ) 

Image reconstruction in ptychography: 

Similar to the single diffraction pattern CDI algorithms discussed in section 1.5.1, ptychography 

phase retrieval algorithms alternatively projects a guess solution onto real and reciprocal spaces 

where constraints are applied in each space. The constraint in reciprocal space is still the Fourier 

modulus constraint, identical to Eq. 1.6. The real space constraint is the so called overlap constraint 

which enforces the overlapped sample area from multiple measurements to be identical. Here, we 

describe the extended ptychographic iterative engine (ePIE) algorithm [61] that will be extensively 

used throughout the rest of this thesis. 

The inputs of the ePIE algorithm includes: 

(1) The J measured diffraction intensities, 𝐼𝑗(�⃑⃑�), with 𝑗 = 1,2, … 𝐽; 

(2) The coordinate of each scan position, 𝑟𝑗, with 𝑗 = 1,2, … , 𝐽; 

(3) The initial guesses for the probe and object functions, 𝑝(0)(𝑟) and 𝑜(0)(𝑟). 

In the 𝑛th iteration, the ePIE algorithms run as follows, see Fig. 1.12(b): 

[1] For the 𝑗th scan position, calculate the ESW:  

𝜓𝑗
(𝑛)(𝑟) = 𝑝(𝑛)(𝑟) ∙ 𝑜(𝑛)(𝑟 − 𝑟𝑗);                                ( 1.17 ) 

[2] Propagate the ESW to the detector plane: 

𝛹𝑗
(𝑛)(�⃑⃑�) = 𝒫{𝜓𝑗

(𝑛)(𝑟)};                                        ( 1.18 ) 
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[3] Apply the Fourier modulus constraint by replacing the Fourier modulus with the measured 

amplitude while keeping the Fourier phase: 

𝛹′𝑗
(𝑛)(�⃑⃑�) = √𝐼 ∙ 𝑒

𝑖∙∠𝛹𝑗
(𝑛)
(�⃑⃑�)

;                                     ( 1.19 ) 

[4] Propagate the updated function back to the object plane to form an updated ESW: 

𝜓′𝑗
(𝑛)(𝑟) = 𝒫−1{𝛹′𝑗

(𝑛)(�⃑⃑�)};                                    ( 1.20 ) 

[5] Update the probe and object guesses using the updated ESW: 

{
 
 

 
 𝑝(𝑛+1)(𝑟) =  𝑝(𝑛)(𝑟) + 𝛼

𝑜∗
(𝑛)
(𝑟−𝑟𝑗)

|𝑜(𝑛)(𝑟−𝑟𝑗)|
2 [𝜓𝑗

′(𝑛)(𝑟) − 𝜓𝑗
(𝑛)(𝑟)]

𝑜(𝑛+1)(𝑟) =  𝑜(𝑛)(𝑟) + 𝛼
𝑝∗
(𝑛)
(𝑟+𝑟𝑗)

|𝑝(𝑛)(𝑟+𝑟𝑗)|
2 [𝜓𝑗

′(𝑛)(𝑟) − 𝜓𝑗
(𝑛)(𝑟)]

,               ( 1.21 ) 

[6] Repeat steps (1-5) at all other scan positions to complete one full iteration to update the 

entire illuminated object area. 

Further extensions of the ePIE algorithm include a recent edit for better convergence [67], a 

multimode implementation (which will be discussed and used in Chapter 2) [68], a super-

resolution scheme relying on extrapolation [69], and upsampling undersampled data [68,70]. 

 

1.6 High Harmonic Generation 

In this section, I will discuss tabletop coherent extreme ultraviolet (EUV) and soft x-ray (SXR) 

sources based on high harmonic generation (HHG) in gases, since they are the primary tool used 

in the experiments in this thesis. This is not meant to be a complete description of HHG but will 

hopefully introduce some of the basic concepts and principles of HHG. Some detailed reviews of 

HHG can be found in theses from previous graduate students in the Kapteyn-Murnane group 

[71,72], including the thesis of Tingting Fan for a complete discussion of circularly polarized HHG 

with collinear bichromatic drivers [73]. 
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High harmonic generation is an extremely nonlinear process, in which intense, femtosecond pulses 

of light of some fundamental frequency, for example in the near infrared, is upconverted by some 

conversion medium to higher frequency harmonics in the EUV and/or SXR wavelength region, 

see Fig. 1.13 for a schematic illustration of the setup and some example HHG spectra using 

different drivers. At the core of the HHG process is the coherent nature of the driving laser and the 

atoms in the conversion medium, which work cooperatively to produce a bright and highly 

coherent beam of harmonics. The polarization, coherence and temporal properties of the driving 

laser is preserved during this process. It provides a compact and accessible way to generate 

coherent light beams in the EUV and SXR regimes when optimally phase matched [74-77], and is 

driving revoluntionary advances in quantum materials [78-82], nanoscale transport [83,84] and 

lensless imaging [18,20,22,85-87]. 

 

1.6.1 The microscopic picture: three-step model 

The fundamental mechanism of HHG resides at the atomic scale. In HHG, charged particles, i.e., 

the nuclei and electrons in the atoms, experience a force in the oscillating electric field of the 

incoming electromagnetic wave (intensive femtosecond laser fields) according to Coulomb’s law. 

Electrons, being 1837 times less massive than protons, are accelerated more readily by the electric 

field. The subsequent motion of the electrons, as accelerating charged particles, results in re-

radiation in the form of high energy photons. The coulomb potential from the ion causes the 

electrons to take on nonlinear motion – that is, the electrons do not simply undergo harmonic 

oscillations at the same frequency as the incident laser field. It is this anharmonic motion that 

results in emission of electromagnetic radiation at higher harmonics to the fundamental. 
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Figure 1.13: High harmonic generation. (a) Schematic illustration of high harmonic generation 

when a mid-IR driving laser pulse is focused into a high-pressure gas-filled waveguide. (b) 

Experimental HHG spectra emitted under full phase matching conditions as a function of driving 

laser wavelength (yellow, 0.8𝜇m; green, 1.3𝜇m; blue, 2𝜇m; purple, 3.9𝜇m). Figure is adapted from 

[77]; 
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High harmonic generation was for the first time observed in the late 1980s [88,89]. Shortly 

thereafter, broad HHG spectra generated with infrared driving lasers with roughly similar 

harmonic intensities throughout the spectrum up to a cutoff energy were reported [90,91]. This 

indicates a non-perturbative regime of frequency conversion that had not been seen in lower 

intensity experiments, and a theoretical framework other than perturbation theory was needed to 

explain these findings. 

In 1993, a semi-classical three-step model was proposed to better describe the HHG process 

[92,93]. This model is simplified, ignoring details of the fully quantum mechanical nature of the 

process [94], yet elegent, providing an intuitive picture of the HHG process and accurately 

predicting many important characteristics. It is formulated by considering the interaction of a 

single atom with an ultrafast laser pulse, and is depicted in Fig. 1.14. 

The three-step model is detailed below: 

Initial condition: The bound electrons in (typically) noble gas atoms stay in the ground state, 

feeling the Coulomb potential from the nuclei that prevents electrons from escaping. 

Step 1 - Tunnel-ionization: A strong laser field tilts the Coulomb potential and decreases the 

potential barrier, allowing electrons to tunnel ionize out of the atoms with significant probability, 

called the ADK rate [96], which is named after the authors who derived it. The laser’s electric field 

must to be of similar order of magnitude as the Coulomb potential (5 × 1011 𝑉/𝑚 for hydrogen) 

to significantly tilt the Coulomb potential to allow tunnel ionization, but not so high as to make 

the electrons unbound. Ti:sapphire amplifier laser systems can provide 1014 − 1016 𝑊/𝑐𝑚2 peak 

power density which is sufficient for driving HHG.  
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Figure 1.14: The three-step model – the microscopic picture of HHG. (a) The semi-classical 

picture of HHG, i.e., the three-step model. Electrons experience tunnel-ionization out of the 

Coulomb potential, acceleration in the laser field, recombination with their parent ions and 

simultaneous emission of high energy photons, adapted from [77]. (b) The quantum picture of 

HHG where the oscillating electron wave packets generate dipole radiation. Figure adapted from 

[95]. 
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Step 2 - Acceleration: Once electrons are ionized and become free, they are accelerated away 

from the parent ions. As the laser field reverses direction, they are driven back toward the parent 

ions. During this acceleration process, electrons gain kinetic energy from the laser field, becoming 

highly energetic. Semi-classiclly, this process can be modeled as a point charged particle moving 

in the laser’s oscillating electric field. Quantum mechanically, the wave function of the ionized 

electrons must be calculated as a function of time. The longer the electrons are in the unbound 

state, the more spread out the wave function will be. Both approaches yield the same prediction 

for the electrons’ kinetic energy when they come back to the parent ions, which depends on the 

phase of the laser’s electric field when the electron tunnels out and becomes unbound. This 

maximum energy gain is: 

𝛥𝐸𝑚𝑎𝑥 = 3.17 𝑈𝑝 = 3.17
𝑒2ℰ2

4 𝑚𝑒𝜔2
=

𝑒2

𝑐 𝜖0 𝑚𝑒

1

(4 𝜋 𝑐)2
 𝐼𝜆2,                 ( 1.22 ) 

Where 𝑈𝑝 is called the ponderomotive energy (the energy that the electrons gain in the laser’s 

electric field – sometimes called the cycle-averaged “quiver” energy), 𝑒 is the electron charge, 𝑐 

is speed of light in vacuum, 𝑚𝑒 is the electron mass, 𝐼 is the driving laser peak intensity, and 𝜆 is 

the driving laser wavelength. 

Step 3 – Recombination: The electrons arrive back at and recombine with the parent ions with a 

finite probability, and release the accumulated energy, up to 𝛥𝐸𝑚𝑎𝑥 in Eq. (1.22), in the form of 

high energy photons. The recombination probability can be found by calculating the expectation 

value of the dipole transition from the free electron state to the bound ground state. The cutoff 

energy of the higher-order harmonics is given by: 

𝐸𝑐𝑢𝑡𝑜𝑓𝑓 = 𝐼𝑝 + 3.17 𝑈𝑝  ∝ 𝐼𝜆
2,                                             ( 1.23 ) 

Where 𝐼𝑝 is the ionization potential of the atoms. 

I would like to point out three interesting features of HHG: 
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(1) Longer wavelength driving laser can produce higher energy photons since 𝐸𝑐𝑢𝑡𝑜𝑓𝑓  ∝

 𝜆2 in Eq. (1.23). This can be understood again by considering the kinematic motion of a 

free electron in an oscillating electric field. The longer the wavelength of the driving laser, 

the longer the electron stays in the electric field and is accelerated, the more energy the 

electron gains from the field. However, higher photon energy comes at the cost of HHG 

flux. 

(2) Only odd harmonics of the driving laser are radiated. Harmonic emission occurs when 

the electron recombines with its parent ion. If the electron is ionized at a phase 𝜙0 ∈

[0, 𝜋/2), the recombination will happen at a later phase 𝜙𝑓 ∈ (
𝜋

2
, 𝜋] within the same half 

laser cycle. This results in harmonic emission occurring every half-cycle of the driving 

laser field, as shown in Fig. 1.15. The averaged result would be a pulse train of harmonic 

emission with temporal spacing 
𝜆

2𝑐
, and each individual harmonic pulse would have a 

duration less than a half-cycle of the driving laser field (𝜏𝐻𝐻𝐺 < 
𝜆

2𝑐
). This 

𝜆

2𝑐
 periodicity of 

the harmonic pulses in the time domain generates interference in spectral domain, causing 

the spectral peaks to occur only at every odd harmonic of the fundamental driving 

frequency. 

(3) EUV beams generated by HHG can be fully spatially coherent, as demonstrated by Zhang 

et al. [97] by diffraction through pinholes spaced by 150𝜇m and 250𝜇m apart that shows 

100% fringe visibility. We will take heavy advantage of this high degree of spatial 

coherence in the coherent diffractive imaging experiments presented in Chapter 2-4. 
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Figure 1.15: The temporal and spectral properties of HHG. Qualitative plots of HHG in time 

(top) and frequency (bottom) domains. Harmonic emission happens every half-cycle of the driving 

laser field, resulting in 
𝜆

2𝑐
 temporal spacing between HHG pulses. In frequency domain, this 

manifests as the characteristic 2𝜔𝐿 spacing of peaks in the spectrum, meaning only odd harmonics 

are generated. Figure is adapted from [72]. 

 

1.6.2 The macroscopic picture: phase matching 

The three-step model gives us an fairly intuitive understanding of the HHG process at the single 

atom level. In order to have bright and coherent EUV beams of EUV/SXR light at the macroscopic 

level, a coherent summation of many single emitters is needed by matching the dispersion of the 
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HHG EUV light with the driving laser within the conversion medium, a process known as phase 

matching, as shown in Fig. 1.16. Phase matching is possible in various geometry and media, 

however, the discussion here is limited to phase matching in a capillary waveguide filled with 

noble gas [74, 98] because most of the experiments in this thesis use this technique. 

 

Figure 1.16: Phase matching – the macroscopic picture of HHG. (a) An intensive ultrafast laser 

is focused into a gas-filled waveguide, and the gas pressure is tuned to optimally achieve phase 

matching. This results in a coherent addition of the high harmonic radiation from each single 

emitters. (b) A picture showing the phase matching phenomenon in a waveguide filled with ~ 1 

atmosphere of He gas. 

 

Quantitatively, the phase matching requires the phase velocity of the driving laser, 𝑣0 =
𝜔0

𝑘0
 is 

equal to that of the harmonic beams, 𝑣𝑞 =
𝜔𝑞

𝑘𝑞
, where 𝜔 is the angular frequency and 𝑘  is the 

magnitude of the wave vector in the propagation direction. Since 𝜔𝑞 = 𝑞 𝜔0, we must have: 

𝛥𝑣 = 𝑣𝑞 − 𝑣0 =
(𝑞 𝑘0−𝑘𝑞)𝜔0

𝑘𝑞𝑘0
= 0.                                 ( 1.24 ) 

Thus, the requirement for phase matching reduces to the following wavenumber matching: 



36 

𝛥𝑘 = 𝑞 𝑘0 − 𝑘𝑞 = 0.                                        ( 1.25 ) 

For ultrafast driving laser coupled into the EH11 fundamental mode of a capillary waveguide filled 

with noble gas, the wavenumber matching turns out to be [74, 99]: 

𝛥𝑘 =          
𝑞𝜇11

2 𝜆0

4𝜋𝑎2
        ⏟        

𝑤𝑎𝑣𝑒𝑔𝑢𝑖𝑑𝑒 𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛

−   𝑞
2𝜋𝑃(1−𝜂)

𝜆0
 (𝛥𝛿 + 𝑛2)  ⏟              

𝑛𝑒𝑢𝑡𝑟𝑎𝑙 𝑎𝑡𝑜𝑚 𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛

+      𝑞𝑃𝜂𝑁𝑎𝑟𝑒𝜆0     ⏟          
𝑝𝑙𝑎𝑠𝑚𝑎 𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛

.       ( 1.26 ) 

All terms include both the driving laser wavelength, 𝜆0, and the harmonic order, 𝑞. The waveguide 

dispersion term includes the mode factor, 𝜇11, describing waveguide coupling, and the waveguide 

inner radius, 𝑎. The neutral atom dispersion term includes the gas pressure, 𝑃, the ionization level, 

𝜂, the difference in the indices of refraction of the gas for the driving wavelength and the HHG, 

𝛥𝛿, and the second order nonlinear index of refraction of the gas for the driving laser, 𝑛2. Last but 

not least, the plasma dispersion term includes the gas pressure, ionization level, the number density 

of atoms per atmosphere, 𝑁𝑎, and the classical electron radius, 𝑟𝑒. It is worth pointing out that: 

(1) The waveguide and plasma terms provide positive dispersion, while the neutral atom term 

provide negative dispersion. This implies that phase matching is possible only if the 

ionization level stays below a critical value given by: 

𝜂𝑐 =
1

1+𝜆0
2 𝑟𝑒 𝑁𝑎/2𝜋𝛥𝛿

,                                               ( 1.27 ) 

Recalling Eq. (1.23), the cutoff energy of HHG cannot be increased by simply increasing 

the peak intensity of the driving laser, because phase matching is not possible at ionization 

level higher than 𝜂𝑐.  

(2) both the neutral atom and plasma terms are dependent on the gas pressure and they provide 

dispersion with opposite signs. This indicates that the gas pressure is a convenient and 

effective experimental knob to achieve phase matching. From Eq. (1.26), the phase 

matching pressure in a waveguide geometry is found to be: 



37 

𝑃0 =
𝜇11
2 𝜆0

2

4𝜋𝑎2
1

2𝜋 (1−𝜂)(𝛥𝛿+𝑛2)−𝜂𝑁𝑎𝑟𝑒𝜆0
2.                                ( 1.28 ) 

In the experimental demonstrations in this thesis, we will use 400nm and 800nm femtosecond laser 

pulses to drive phase-matched HHG in gas-filled waveguides to produce bright and coherent EUV 

beams around 56nm and 13.5nm respectively. 

It is worth mentioning that this pressure dependent phase matching condition is true only in the 

waveguide geometry. In a plane-wave free focus geometry, the phase matching condition occurs 

at the critical ionization regardless of pressure. The waveguide serves essentially to provide a new-

plane-wave geometry and confine the beam over several Rayleigh lengths, improving the 

conversion efficiency in situations where the limited focal depth would otherwise limit conversion 

efficiency. Moreover, the initial experiments with HHG in the waveguide geometry were critical 

to understanding phase matching, providing a pressure dependence to the HHG process that makes 

it possible to clearly see phase matching effects. 
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Chapter 2: EUV Multibeam Ptychography 

 

In this chapter, we demonstrate temporally multiplexed multibeam ptychography implemented for 

the first time in the EUV, by using a high-harmonic-based light source. This allows for 

simultaneous imaging of different sample areas, or of the same area at different time stamps or 

incidence angles. Furthermore, we show that this technique is compatible with wavelength 

multiplexing for multibeam spectroscopic imaging, taking full advantage of the temporal and 

spectral characteristics of high harmonic light sources. This technique enables increased data 

throughput using a simple experimental implementation and with high photon efficiency. 

 

2.1 Introduction 

Recent advances in nanofabrication require correspondingly powerful characterization techniques 

in order to capture both the structure and functional dynamics of nanosystems on their intrinsic 

length- and time-scales. Exciting new capabilities for probing the structural, mechanical, and 

transport (charge, heat, spin) properties of materials  [12,18,20,46,100-106] down to angstrom and 

attosecond scales have been enabled by tabletop coherent short wavelength light sources based on 

high harmonic generation (HHG). In HHG, an intense femtosecond laser pulse is converted into 

coherent short-wavelength light, which can span from the vacuum and extreme ultraviolet (VUV 

and EUV) to the soft x-ray (SXR) spectral regions  [74,75,88,89,107-109]. HHG light sources are 

characterized by their distinctive temporal and spectral structures — for example, when driven by 

many-cycle near-infrared laser pulses, HHG radiation emerges as a coherent series of attosecond 

bursts in the time domain, and as a comb of narrow (Δλ/λ < 1%) harmonics in the spectral domain. 

Alternatively, when driven either by mid-infrared laser pulses or few-cycle near-infrared pulses, 
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HHG beams emerge as coherent supercontinua  [77,110]. These unique properties make it possible 

to tailor the characteristics of HHG light sources for a wide range of applications in precisely 

probing the structure and dynamics of molecules, materials and nanosystems.  

Coherent short wavelength light produced by HHG light sources has many unique advantages: it 

can (1) penetrate many visibly-opaque materials, including silicon and certain metallic or oxide 

layers, to probe and image buried structures; (2) image with nanoscale spatial resolution; (3) access 

intrinsic elemental, chemical and magnetic contrast, and (4) enable nondestructive dynamic 

imaging, without the need to coat, label or freeze the sample  [18,20,22,101]. Lensless microscopy 

with HHG light sources can be implemented robustly through ptychographic coherent diffractive 

imaging (CDI)  [61-64,85,111,112]. In ptychography, a coherent illuminating probe beam is 

scanned over an unknown object at a series of overlapping positions to produce a set of diffraction 

patterns, which are then used in a phase retrieval algorithm to extract a complex-valued image of 

the sample. Ptychography thus enables robust, diffraction-limited, phase-sensitive imaging of 

nanosystems. Powerful extensions to ptychography can enable multi-dimensional imaging of 

functional nanosystems — for example, incorporating a pump-probe scheme into ptychography 

for ultrafast stroboscopic imaging of nanoscale dynamics  [86], scanning the incidence angle to 

obtain the depth-resolved composition of a specimen  [20], or scanning polarization and incidence 

angle to measure three-dimensional magnetic structures  [113,114]. However, the trade-off 

between the obtainable field of view and the dataset size and acquisition time inherent to the 

scanning ptychographic modality is further exacerbated by the introduction of these additional 

dimensions. Thus, it is extremely desirable to decrease the dataset size and acquisition time 

necessary for ptychography imaging and its extensions. 
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Several techniques have recently been developed to enhance the throughput of ptychography. 

Single-shot ptychography uses a pinhole array and lens to eliminate the scanning 

requirement  [115-118]; however, there is an associated reduction in achievable resolution due to 

the reduced NA, and the reliance on refractive optics makes it difficult to implement in the EUV 

or X-ray. An appealing alternative is the use of two spatially separated beams for imaging, here 

referred to as multibeam imaging, based on ptychographic information multiplexing (PIM)  [68]. 

By illuminating a sample with multiple mutually incoherent modes, multiple images can be 

simultaneously acquired and reconstructed with no tradeoff in resolution. Multibeam 

ptychography has been demonstrated to expand the field of view for ptychography microscopes 

based on visible light sources and synchrotron X-ray beams. With visible light, the requisite mutual 

incoherence is obtained by using dichroic or polarizing optics to obtain multiple beams differing 

in color or polarization, respectively  [119]. However, such optics are not straightforward to 

fabricate for EUV wavelengths. PIM with mutually coherent light sources has been demonstrated 

by using autocorrelation filtering to digitally remove the interference artifacts, however this can 

only be done in special cases  [120]. At synchrotron light sources, multibeam ptychography has 

been carried out by isolating two areas of a large beam separated by a distance greater than the 

transverse coherence length  [121-123]. However, in addition to being photon-inefficient, this is 

not a straightforward solution for the fully coherent beams produced by tabletop HHG 

systems  [75]. As such, multibeam ptychography has yet to be implemented for HHG light sources. 

In this work, we demonstrate that multibeam ptychography is naturally enabled by the pulsed 

nature of HHG light sources, which support mutual incoherence of illuminating modes through 

temporal separation. We demonstrate two-beam ptychographic EUV imaging with increased field 

of view, and resolution equal to single-mode ptychography with no additional cost in terms of 
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dataset size and collection time. Furthermore, by using a dichroic HHG source and simultaneously 

acquiring and reconstructing four modes (two wavelength channels in each beam), we show that 

temporal and spectral multiplexing are mutually compatible, enabling full use of the HHG comb 

for multi-wavelength imaging. Simultaneous spectral and temporal multiplexing make full use of 

the unique intrinsic properties of the HHG light source, enabling flux-efficient microscopy with a 

very simple experiment design. It enables simultaneous acquisition of data at different times, 

incidence angles, or locations on the sample, and thus can be applied to a wide range of 

ptychography-based techniques including dynamic imaging  [86], ptychotomography  [45], and 

wide-field-of-view imaging  [119-123]. 

 

2.2 Experimental configuration 

We demonstrate an EUV multibeam ptychography microscope illuminated by a high-harmonic 

generation (HHG) light source (Fig. 2.1). Part of the output of a Ti:sapphire amplifier (KMLabs 

Wyvern HE, λ = 790 nm, 45 fs pulse duration, 8 mJ pulse energy, 1 kHz repetition rate) is 

frequency doubled in a β-barium borate (BBO) crystal to generate light at 395 nm, yielding a 2ω 

pulse energy of 600 μJ when driven by 2 mJ of the fundamental laser. The 2ω beam is then coupled 

into a 5 cm length, 150 μm diameter hollow core waveguide filled with argon gas to generate 

harmonics. The driving laser is separated from the generated harmonics by using a 200 nm 

aluminum filter. This filter also blocks any harmonics with λ > 77 nm, while harmonics with λ < 

39 nm exceed the HHG cutoff energy, and so are not generated. Furthermore, due to the 

centrosymmetry of the medium, only odd-numbered harmonic orders are emitted. The remaining 

EUV light thus consists of narrow peaks at the 7th (λ = 56 nm) and 9th (λ = 44 nm) harmonics, the 

ratio of which can be varied by adjusting the argon pressure in the HHG waveguide. For temporal 
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multiplexing, we use an argon pressure of approximately 600 torr, to produce a quasi-

monochromatic high-harmonic beam with λ = 56 nm. For wavelength and temporal multiplexing, 

we use a lower pressure of 150 torr, to produce a bichromatic light source with comparable 

intensity at λ = 56 nm and λ = 44 nm, as shown in the insert of Fig. 2.1. This beam is focused using 

a toroidal mirror (gold-coated, feff = 30 cm, 3x demagnification, 5° incidence angle from grazing), 

and divided between two paths by a glancing-incidence half-mirror (B4C coating, fused silica 

substrate, 3° incidence angle from grazing, nominal reflectivity 95%). The resulting two focusing 

beams are redirected towards the sample using a pair of glancing incidence recombining mirrors 

(B4C coating, fused silica substrate, 3° incidence angle from grazing, nominal reflectivity 95%). 

The sample is mounted on a precision translation stage ensemble (SmarAct) and translated in the 

plane perpendicular to the optical axis.  

Approximately 1.5 mm in front of the sample, we place a laser-drilled pinhole to introduce a hard 

edge onto each beam for faster and higher-quality reconstructions. After transmitting through the 

pinholes, the beams impinge on different areas of the sample separated by about 4 mm, at an angle 

of ~3° from normal-incidence. This angle is small enough that there is minimal distortion in the 

diffraction patterns within our detector numerical aperture (NA = 0.27), and hence we do not need 

to correct for effects from conical diffraction (tilted plane correction)  [124,125] during the 

reconstruction process. The total diffraction pattern is captured by an EUV-CCD detector (Andor 

iKon-L, 2048 × 2048, 13.5 μm pixels) positioned about 49 mm after the sample. Although the 

diffraction orders from the two illuminating beams overlap over the full area of the sensor, the DC 

peaks (1/e2 intensity width = 135 μm) are separated by about 1.59 mm, or 5.7% of the detector 

width. This slight separation is helpful in decoupling the contributions from the two beams during 

the reconstruction process (see Section 2.6). 
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Figure 2.1: Schematic of the temporally multiplexed EUV microscope. The output of an HHG 

light source is divided into two separate paths and focused onto distinct areas of a sample, and the 

combined diffraction is recorded. Due to differences in the path lengths of the two beams relative 

to the extremely short duration of the HHG pulse train, the component diffraction patterns add 

incoherently, and the data can be directly used for multimode ptychography reconstructions. The 

insert shows the estimated spectra of the EUV light source. By adjusting the argon gas pressure in 

the waveguide, the generating conditions can be adjusted to select either a single harmonic peak 

at 56 nm, or two peaks at 44 nm and 56 nm. Figure adapted from [87]. 

 

2.3 Temporal multiplexing 

In order to implement multiplexing in ptychography, we require that the beams are mutually 

incoherent, i.e., that they do not interfere. Despite the fact that the two beams in the experiment 

are derived from the same spatially coherent light source, and thus carry nearly identical spectral 

content and polarization, no interference is observed in the detector plane between the two 

component diffraction patterns. This is due to the short-pulse nature of HHG, combined with a 
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slight difference in path length traversed by the two beams. As a field-driven process, the HHG 

pulse train is emitted during the high-intensity portion of the driving laser pulse. For ~50 fs driving 

laser pulses, the HHG pulse train has a total envelope duration of ~10 fs, which gives a longitudinal 

coherence length of ~10 μm. Because the constituent beams travel optical paths which differ by 

greater than this very short coherence length, the pulse trains arrive at different times in the detector 

plane and not interfere. Mathematically, the total electric field of the two HHG beams 𝐸(𝑡) is 

composed of two electric field components 𝐸𝑎(𝑡) and 𝐸𝑏(𝑡). Because the camera exposure time is 

orders of magnitude longer than the oscillation period of the electric field components, the 

observed time-integrated diffraction pattern 𝐼 is 

𝐼 = ∫ |𝐸(𝑡)|2𝑑𝑡
∞

−∞

= ∫ |𝐸𝑎(𝑡) + 𝐸𝑏(𝑡)|
2𝑑𝑡

∞

−∞

 = ∫ |𝐸𝑎(𝑡)|
2𝑑𝑡

∞

−∞

+∫ |𝐸𝑏(𝑡)|
2𝑑𝑡

∞

−∞

+∫ 𝐸𝑎
∗(𝑡)𝐸𝑏(𝑡)

∞

−∞

+∫ 𝐸𝑎(𝑡)𝐸𝑏
∗(𝑡)𝑑𝑡.

∞

−∞

 

( 2.1 ) 

The final two cross terms represent the interference of the constituent fields, and manifest as 

modulation on top of the overlapped diffraction patterns, with a spatial frequency dependent on 

the probe wavelength and spacing in the sample plane. Even in the case that this frequency is below 

the pixel size of the detector (as is the case in our experiment), it is generally aliased to lower 

frequency modulation which prevents the application of multimode ptychography [120]. If, 

however, the fields are zero outside of some pulse duration τ, and separated in time by Δt > τ due 

to differences in optical path lengths, then the cross terms vanish:  

𝐼 = ∫ |𝐸𝑎(𝑡)|
2𝑑𝑡

𝜏

0

+∫ |𝐸𝑏(𝑡)|
2𝑑𝑡

𝜏+𝛥𝑡

𝛥𝑡

 =  𝐼𝑎 + 𝐼𝑏

 

( 2.2 ) 
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Therefore, the observed quantity is the incoherent sum of the individual diffraction components, 

and multimode ptychography can be directly used to analyze the data. A similar idea has been 

incorporated into single shot ptychography  [126,127] for imaging of a dynamic sample. Here, we 

use this temporal multiplexing to achieve multibeam imaging with an HHG light source. 

The sample consisted of a pair of 3 mm diameter transmission electron microscopy (TEM) grids 

mounted side by side. The first was a regular copper grid (62 μm period, 42 μm spacing, 20 μm 

bar) with a rectangular Quantifoil carbon mesh (part number Q410CS7, 9 μm period, 7 μm spacing, 

2 μm bar); the second was a Ted Pella H7 Reference grid with Lacey Carbon support structure 

(part number 01897, 400 Mesh, 63 μm period, 51 μm spacing, 12 μm bar). On both grids, silver 

nanowires with a diameter of ~100 nm (Sigma-Aldrich Part #778095-25ML) were dropcast to 

provide deep sub-micron features. Unique and identifiable areas on both grids (the center of the 

regular TEM grid, and the letter “Q” on the reference grid) were chosen for illumination so that 

the ptychography results could be easily compared to optical microscope images. 

For the data presented here, we collect diffraction patterns at 145 positions in the shape of a Fermat 

spiral, with an average nearest-neighbor spacing of 5 μm, or about 30% of the beam radius  [128]. 

At each position, we acquire three diffraction pattern images with exposure times of 0.1, 1, and 10 

seconds, and combine them to form a composite high dynamic range (HDR) image in order to 

increase the signal-to-noise ratio. The two fields of view are then reconstructed simultaneously 

using the PIM multimode ptychography phase retrieval algorithm  [68]. In the reconstruction 

process, we include a supporting noise mode to improve reconstruction fidelity by accounting for 

systematic incoherence (see Section 2.6.1) [22,129], as well as a Fourier-space amplitude limit to 

help decouple the two physical modes (see Section 2.6.2). 
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Figure 2.2: Single-wavelength, temporally multiplexed ptychography results. (a,b) Optical 

microscope images with white-light illumination transmitted through a short-pass filter (cutoff 

wavelength 400 nm) of (a, object 1) silver nanorods deposited onto a carbon mesh, and (b, object 

2) silver nanorods deposited onto a lacey carbon support structure. (c,d) Separately acquired 

single-mode ptychography reconstructions of the same field of view using 56 nm illumination, and 

(e,f) simultaneously acquired, temporally multiplexed ptychography reconstructions using 56 nm 

illumination. (g) Fourier ring correlation measurement for the temporally multiplexed 

reconstructions, done by separating multibeam scans (e, f) into two independent data sets and 

reconstructing separately, demonstrating resolution out to the Nyquist frequency. Figure adapted 

from [87] 

 

The multibeam ptychography results are shown in Figs. 2.2(e-f), and are compared to images 

obtained with an optical compound microscope (Olympus BH2-UMA, 50x, NA=0.70) using bright 

field, narrow-band illumination (white light transmitted through a short pass filter with cutoff 

wavelength 400 nm) shown in Figs. 2.2(a-b), as well as two separately acquired single-beam 

ptychography reconstructions shown in Figs. 2(c-d) (acquired by blocking one of the two HHG 

beams). The single-beam and multibeam ptychography scan parameters (step size = 5 µm, field of 
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view ≈ 5500 µm2, exposure time = 0.1/1/10 s, etc.) are equal –– thus the total dataset size and 

acquisition time to complete both single-beam scans were twice those required for the multibeam 

scan. In the ptychography images, the phase of the complex electric field is indicated by color 

(hue), while the amplitude is represented by the brightness (value). The coarse features are 

consistent between all three sets of images; however, fine features such as the nanowires and lacey 

carbon mesh are not well-resolved by the optical microscope due to the longer illuminating 

wavelength. In contrast, these features are much more clearly resolved in both the single-beam and 

multibeam EUV ptychography reconstructions. 

The pixel size of the reconstructed images for our ptychography microscope is given by Δ𝑟 =

𝜆𝑧/𝑁𝑝, where 𝜆 is the wavelength, 𝑧 the sample-detector distance, 𝑁 the number of pixels on the 

detector in the 𝑥  or 𝑦  direction, and 𝑝  the detector pixel size in the 𝑥  or 𝑦  direction. For our 

experimental parameters, 𝛥𝑟 ≈ 100 nm. The best achievable resolution for both the single-beam 

and multibeam reconstructions is given by the Nyquist-Shannon sampling theorem as twice this 

pixel size, or 200 nm  [130]. To quantitatively evaluate the resolution of our images, we split the 

acquired multibeam dataset into two independent subsets of diffraction patterns, independently 

reconstructed both subsets, and used Fourier ring correlation (FRC) to measure the repeatability 

of reconstructed features in diffraction space  [131]. The results for both object 1 and 2 are plotted 

in Fig. 2.2(g), along with the ½-bit and 1-bit information threshold curves, which represent signal-

to-noise ratio levels of 0.5 and 1, respectively, as a function of spatial frequency. The FRC curves 

for both objects stay above both threshold curves out to the Nyquist frequency corresponding to 

200 nm spatial resolution, confirming that we have detectable spatial frequency content above the 

noise level out to the edge of the detector. This analysis therefore shows that our EUV microscope 

increases throughput without sacrificing spatial resolution. 
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Figure 2.3: Characterization of reconstructed probes from multibeam ptychography scans. 

(a,b) Optical microscope images of the laser-drilled pinholes used to improve and constrain the 

two illuminating EUV modes for the ptychography microscope. (c,d) Reconstructed probes from 

the multibeam ptychography in the pinhole plane (c, probe 1; d, probe 2) (e,f) Evolution of the 

beams throughout propagation from the pinhole to the sample plane, shown as a slice at y = 0, i.e., 

the vertical dashed white lines in c, d, g and h. (g,h) Reconstructed probes in the sample plane. 

Figure adapted from [87]. 

 

The reconstructed probe profiles in the sample plane, Figs. 2.3(g-h), show near-field diffraction 

features from the hard edge introduced by the pinhole mask. To check the consistency of our 

results, we numerically backpropagate these probes, Figs. 2.3(e-f), from the sample plane back to 

the pinhole plane, in which the sharp edge of the aperture is clearly visible without any sort of 

masking, Figs. 2.3(c-d). This plane is found to be about 1.42 mm and 1.49 mm from the sample 

for the 1st and 2nd probes, respectively, where the difference in distances is due to a slight relative 

angle between the pinhole mask and the sample mount. The shapes of the pinholes are confirmed 

to be correct by comparison with optical microscope images, Figs. 2.3(a-b), giving a high degree 

of confidence in the accuracy of the retrieved probes and hence the reconstruction quality. 
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2.4 Simultaneous temporal and spectral multiplexing 

Previous work involving multibeam ptychography employed only a single type of multiplexing; 

modes with orthogonal polarizations, distinct wavelengths, or different times as described in the 

previous section, were used to achieve the requisite incoherence. Here, we demonstrate that 

wavelength-multiplexed spectromicroscopy  [132-136] is compatible with temporal multiplexing, 

and that the two types of multiplexing naturally fit with the characteristics of HHG light sources. 

We illuminate the same areas of the sample as in the previous section – but now with a bichromatic 

beam, and acquire a ptychography scan at 300 scan positions arranged in a 20 x 15 rectangular 

grid, with average nearest-neighbor spacing of 2 μm and random offset at each position of up to 

0.4 μm to avoid gridding artifacts. As in the single-wavelength case, diffraction patterns are 

acquired at each position with exposure times of 0.1, 1, and 10 seconds, and combined to create 

HDR data. 

To increase the speed of the reconstruction algorithm, we crop the acquired diffraction patterns to 

1024 × 1024 pixels. We then apply the same multimode ptychography algorithm described above 

with four physical modes to include the two beams, each with two wavelengths, as well as two 

noise modes, one for each wavelength, for a total of six modes. This produces four images, Figs. 

2.4(a–d), where each of the objects are reconstructed at the two harmonic wavelengths. Fine 

features such as edges, nanowires, or lacey carbon appear sharper in the 44 nm images than in their 

56 nm counterparts due to the reduced pixel size in the reconstructions. Additionally, there is clear 

spectral contrast in the lacey carbon film, evident by comparing the same areas of the 56 nm 

reconstructions in Fig. 2.4(e), corresponding to the boxed area in Fig. 2.4(c), and the 44 nm 

reconstructions in Fig. 2.4(f), corresponding to the boxed area in Fig. 2.4(d). In Figs. 2.4(e–f), the 

brightness corresponds to the square root of the electric field amplitude to make the intensity and 



50 

phase contrast clearer. The field transmitted through the thin carbon film has a wavelength-

dependent transmission, as well as a positive and wavelength-dependent relative phase shift, Figs. 

2.4(e–f). By taking the average phase shift over small areas of the carbon film and the open area 

(orange and white circles, respectively), we find that the measured phase shift is consistent with 

the expected (anomalous) dispersion of an amorphous carbon film  [137] of thickness 18–24 nm, 

Fig. 2.4(g), in agreement with thickness estimates from the manufacturer.  

 

Figure 2.4: Temporally and spectrally multiplexed ptychography reconstructions. (a-d) 

Simultaneous reconstruction of object 1 (a, 56 nm; b, 44 nm) and object 2 (c, 56 nm; d, 44 nm). 

(e-f) Close-up of object 2 reconstructions, corresponding to the red and blue boxes in (c-d). Here, 

the brightness corresponds to the square root of the complex field amplitude to highlight the phase 

and intensity contrast in the lacey carbon support mesh. White and orange ovals correspond to 

continuous areas of free space and lacey carbon, respectively. (g) Average phase shift measured 

for the lacey carbon at both harmonic wavelengths, compared to calculations for a range of 

thicknesses with literature values for the refractive index of amorphous carbon  [137]. Figure 

adapted from [87]. 
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Figure 2.5: Reconstructed probes for temporally and spectrally multiplexed ptychography. 

(a-d) Probe amplitudes in the sample plane, retrieved as output from the ptychography algorithm. 

(e-h) Probe amplitudes in the pinhole plane, obtained by numerical back-propagation from the 

sample plane. Relative weights of the four probes are obtained by setting the transmission value 

of the free-space regions of the object reconstruction to unity, and scaling the probes appropriately. 

The 56 nm reconstructions (b, d, f, h) are interpolated onto the same pixel size as the 44 nm 

reconstructions (a, c, e, g). Figure adapted from [87]. 

 

The set of four reconstructed physical probes in the sample plane, Figs. 2.5(a-d), correspond to 

two beams, each containing two wavelengths. The approximate relative weights of the probes 

(from which the spectrum in Fig. 2.1 is estimated) are obtained by setting the free-space regions 

of the reconstructed objects to a transmission value of unity, and scaling the probe amplitudes 

appropriately to conserve power. For a given beam, the probe profiles for the 56 nm and 44 nm 

reconstructions are similar, but not identical. We repeat the procedure of backpropagating the 

probes to the pinhole plane, Figs. 2.5(e-h). As before, we find a well-defined sharp edge for each 

of the probes which is consistent with the expected pinhole size and shape, thus giving us high 

confidence in the accuracy of our reconstructed images. By comparing the two harmonic 
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wavelength reconstructions for a given beam in this plane, we observe that the illumination profile 

on the pinhole is slightly different for the two wavelengths. 

 

2.5 Discussion 

We have demonstrated a new type of multiplexed ptychography based on the temporal separation 

of otherwise similar HHG pulse trains. Mutual incoherence between the illuminating modes, which 

is necessary for the application of the PIM multimode ptychography algorithm, is acquired 

effectively automatically due to the very short duration of the HHG pulse train. This technique 

thus enables multiple diffraction-limited images to be acquired in parallel with an HHG-based 

microscope without the need for wavelength- or polarization-selective optics, which in the EUV 

and X-rays are not as readily available as in the visible. We show that this technique can be 

implemented with a simple, flexible, and photon-efficient experimental design, requiring only a 

few glancing-incidence optics for division and redirection. 

As both illuminating modes have the same polarization and spectral qualities, they can be used to 

probe the consistent response of a static sample at different spatial positions for large field of view, 

or at different incidence angles for ptychotomography. Alternatively, a unique capability of the 

temporal multiplexing would be to acquire simultaneously multiple snapshots of the evolution of 

a dynamic sample. Thus, we expect that temporally multiplexed ptychography can be used to 

improve the throughput of a wide range of data-intensive EUV imaging experiments. 

Additionally, given the distinctive spectral character of HHG light sources, we show a logical 

extension by simultaneously incorporating wavelength multiplexing of multiple harmonic teeth 

for multispectral imaging. This simultaneous implementation of temporal and spectral 

multiplexing in ptychography is a natural way to utilize the unique properties of HHG light 
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sources. We expect that this technique will continue to work as the number of temporally offset 

beams is increased through further division and recombination, and as the HHG comb is extended 

into the soft x-ray region by using ultraviolet driving lasers in multiply-ionized plasmas  [138] or 

mid-infrared necklace beam drivers in helium  [139]. 

 

2.6 Supplementary materials 

2.6.1 Multimode ptychography algorithm overview 

Ptychographic information multiplexing (PIM) [68] is used in this experiment to simultaneously 

reconstruct multiple spectral and/or temporal probe and object modes, which are mutually 

incoherent, from a single ptychographic data set. We use 𝑃𝑗,𝑘(𝑟) and 𝑂𝑗,𝑘(𝑟) to represent these 

mutually incoherent modes, where 𝑗 denotes the 𝑗th temporally isolated pulsed mode and 𝑘 the 𝑘th 

spectral mode. Under the projection approximation, the exit surface wave (ESW) in the sample 

backplane of the 𝑗th temporal mode and 𝑘th spectral mode at the 𝑙th scan position can be modeled 

as 𝜓𝑗,𝑘,𝑙(𝑟)  =  𝑃𝑗,𝑘(𝑟) ⋅ 𝑂𝑗,𝑘(𝑟 − 𝑟𝑙) , where 𝑟  is the coordinate in object plane and 𝑟𝑙⃑⃑⃗  is the 

position of the 𝑙th scan position. The propagation of ESWs from the sample to the detector plane 

is modeled using the Fresnel diffraction equation, and the expected diffraction intensity pattern 

recorded by the detector at the 𝑙 th scan position, 𝐼𝑙(�⃗�), is the incoherent superposition of the 

individual diffraction patterns from all modes, 

𝐼𝑙(�⃗�)  =  ∑𝑗,𝑘|𝒫𝑘{𝜓𝑗,𝑘,𝑙(𝑟)}|
2  =  ∑𝑗,𝑘|ℱ{𝜓𝑗,𝑘,𝑙(𝑟) ∙ 𝐹𝑟𝑒𝑠𝑛𝑒𝑙𝑃ℎ𝑎𝑠𝑒𝑘}|

2                  ( 2.3 ) 

where �⃗� is the reciprocal space coordinate with respect to the object space coordinate 𝑟. 𝒫𝑘{𝜓} =

ℱ{𝜓 ∙ 𝐹𝑟𝑒𝑠𝑛𝑒𝑙𝑃ℎ𝑎𝑠𝑒𝑘} is the wavelength-dependent propagator for the 𝑘th spectral mode from 

the sample to the detector planes, where ℱ  is the Fourier transform operation, and 

𝐹𝑟𝑒𝑠𝑛𝑒𝑙𝑃ℎ𝑎𝑠𝑒𝑘 = 𝑒
𝑖
𝜋

𝜆𝑘 ∙ 𝑧
 ∙ 𝑟2

 is the wavelength-dependent phase shift due to the curvature of the 
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wavefronts. In our multibeam ptychography setup, we centered the multiplexing diffraction 

patterns at the middle point of the centers of all diffraction components. The centers of each 

diffraction component are off centered in the detector plane, which can be attributed to a linear 

phase in real space, according to the Fourier shift theorem. One could let the PIM algorithm solve 

for it as part of the probe phase, but by using this prior knowledge of the imaging system and 

incorporating a known linear phase into the beam propagator, the PIM algorithm converges faster 

and achieves higher quality images of samples. We rewrite Eq. (3) below by including the linear 

phases for each mode in the beam propagator: 

𝐼𝑙(�⃗�)  =  ∑𝑗,𝑘|𝒫𝑘{𝜓𝑗,𝑘,𝑙(𝑟) ∙ 𝑒
𝑖𝑟⋅�⃗⃑�𝑗,𝑘}|2                                 ( 2.4 ) 

 

Figure 2.6: Physical and noise modes of the temporal multiplexing experiment. (a) Object 1 

reconstruction at 56 nm, (b) Probe 1 reconstruction, (c) Object 2 reconstruction, (d) Probe 2 

reconstruction, all shown in amplitude and corresponding to physical modes in the system. (e) 

Noise object 1 and (f) noise probe 1, accounting for decoherence effects in the system. Figure 

adapted from [87]. 
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Furthermore, various experimental uncertainties need to be accounted for to reconstruct high 

fidelity images, such as illumination pointing and intensity fluctuations, sample vibration, 

detection noise, etc. They can be modeled as decoherence effects and can be compensated for by 

including noise modes in Figs. 2.6(e-f), which are mutually incoherent with respect to the physical 

modes in Figs. 2.6(a-d) [129]. Here, we included one noise mode, 𝑃𝑛𝑜𝑖𝑠𝑒𝑘(𝑟) and 𝑂𝑛𝑜𝑖𝑠𝑒𝑘(𝑟), for 

each wavelength in the illumination. The total diffraction intensity pattern at the 𝑙th scan position 

recorded by the detector, 𝐼𝑙(�⃗�), can be expressed as 

𝐼𝑙(�⃗�) = ∑𝑗,𝑘|𝒫𝑘{𝜓𝑗,𝑘,𝑙(𝑟) ⋅ 𝑒
𝑖𝑟⋅�⃗⃑�𝑗,𝑘}|2 + ∑𝑘|𝒫𝑘{𝜓

𝑛𝑜𝑖𝑠𝑒
 𝑘,𝑙
(𝑟)}|2                  ( 2.5 ) 

where 𝜓𝑛𝑜𝑖𝑠𝑒
𝑘,𝑙
(𝑟) = 𝑃𝑛𝑜𝑖𝑠𝑒𝑘(𝑟) ⋅ 𝑂

𝑛𝑜𝑖𝑠𝑒
 𝑘(𝑟 − 𝑟𝑙⃑⃑⃗) is the ESW of the noise modes. Notice that 

there is no linear phase in the propagation of noise modes, because these modes only account for 

systematic noise.  

The PIM algorithm simultaneously reconstructs the complex-valued probe and object modes by 

iteratively transforming between real and reciprocal spaces and applying constraints in each space. 

In each iteration, PIM starts from guesses for the physical and noise probe and object modes, 

calculates the ESW of each mode, 𝜓 𝑗,𝑘,𝑙(𝑟) and 𝜓𝑛𝑜𝑖𝑠𝑒
 𝑘,𝑙
(𝑟), and numerically propagates them to 

the reciprocal space to obtain the diffracted waves, 

 𝛹𝑗,𝑘,𝑙(�⃗�) = 𝒫𝑘{𝜓𝑗,𝑘,𝑙(𝑟) ⋅ 𝑒
𝑖𝑟⋅�⃗⃑�𝑗,𝑘}  and 𝛹𝑛𝑜𝑖𝑠𝑒𝑘,𝑙(�⃗�) = 𝒫𝑘{𝜓

𝑛𝑜𝑖𝑠𝑒
 𝑘,𝑙
(𝑟)} . The reciprocal space 

modulus constraint is applied on these diffracted waves as follows: 

𝛹′(�⃗�) =
√𝐼𝑚𝑙(�⃗⃑�)

√𝐼𝑙(�⃗⃑�)
⋅ 𝛹(�⃗�) =

√𝐼𝑚𝑙(�⃗⃑�)

√∑𝑗,𝑘|𝛹𝑗,𝑘,𝑙(�⃗⃑�)|
2+∑𝑘|𝛹

𝑛𝑜𝑖𝑠𝑒
𝑘,𝑙(�⃗⃑�)|

2
⋅ 𝛹(�⃗�)  ( 2.6 ) 

where 𝐼𝑚𝑙(�⃗�) is the measured diffraction pattern at the 𝑙th scan position on the detector plane. The 

updated diffracted waves are then back propagated to the real space to form the updated ESWs, 

𝜓′𝑖,𝑗,𝑘(𝑟) = 𝒫𝑘
−1{𝛹′𝑖,𝑗,𝑘(�⃗�)} ⋅ 𝑒

−𝑖𝑟⋅�⃗⃑�𝑗,𝑘  and 𝜓𝑛𝑜𝑖𝑠𝑒′𝑗,𝑘(𝑟) = 𝒫𝑘
−1{𝛹𝑛𝑜𝑖𝑠𝑒′ 𝑗,𝑘(�⃗�)} , where 
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𝒫𝑘
−1{𝛹} = ℱ−1{𝛹} ∙ 𝐹𝑟𝑒𝑠𝑛𝑒𝑙𝑃ℎ𝑎𝑠𝑒𝑘

∗ is a backward propagation from the detector to the sample 

planes. The probe and object functions are updated as follows: 

𝑃′(𝑟) = 𝑃(𝑟) + 𝛼
𝑂∗(𝑟)

𝑚𝑎𝑥(|𝑂(𝑟)|2)
⋅ [𝜓′(𝑟) − 𝜓(𝑟)]    

𝑂′(𝑟) = 𝑂(𝑟) + 𝛽
𝑃∗(𝑟)

𝑚𝑎𝑥(|𝑃(𝑟)|2)
⋅ [𝜓′(𝑟) − 𝜓(𝑟)]     

( 2.7 ) 

where 𝛼 and 𝛽 are the feedback parameters. This process is performed for every scanning position 

and repeated until it reaches convergence. With a good probe initialization, we observe good 

convergence in <1000 iterations. The computer memory usage of the multimode reconstruction is 

greater in total than that of a single mode reconstruction, but less on a per mode basis as diffraction 

data, coordinates, etc. are shared between modes. 

 

2.6.2 Fourier-space amplitude limit to help decouple incoherent modes 

An example multibeam diffraction pattern from two mutually incoherent beams is shown in Fig. 

2.7(a). It consists of two single-beam diffraction patterns centered at different positions on the 

detector plane. The PIM algorithm is used to decouple these two single-beam diffraction patterns 

and reconstruct the corresponding probe and object modes. However, this decoupling process turns 

out to be very difficult and slow, and can result in crosstalk artifacts appearing as haze or 

interference fringes in the reconstructed object images, as shown in Figs. 2.8(b) and 2.8(d). The 

origin of these artifacts can be understood by examining the Fourier transform of the PIM 

reconstructed object 1 and 2, shown in Figs. 2.8(c) and 2.8(e). If the two modes have been fully 

decoupled, the Fourier transform of each object should look similar to single-beam diffraction 

patterns, with a single bright DC peak in the center. However, the Fourier transforms of both 
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reconstructed objects show an additional residual peak at the position of the other beam, Figs. 

2.8(b) and 2.8(d), indicating that there is significant crosstalk between the two modes. We confirm 

the link between the artifacts in real (object) and reciprocal (diffraction) space by measuring the 

period of the interference fringe artifacts in the object reconstructions to be 2.2 μm, corresponding 

exactly to the spacing of the two DC peaks in the diffraction plane, Figs. 2.8(a-e).  

 

Figure 2.7: Diffraction pattern from two temporally incoherent illuminating modes. (a) Full 

detector area, showing two slightly separated DC peaks with overlapping diffraction orders out to 

the edges of the detector. (b) Close-up of the central part of the detector. The white dashed curves 

indicate the areas where the Fourier amplitude limit is applied to help decouple the two probe 

modes. Figure adapted from [87]. 

In order to help decouple these incoherent modes, an additional constraint is applied to the updated 

diffracted waves in the reciprocal (Fourier) space. During each iteration, at each scan position and 

for each physical object mode, take the Fourier transform of the updated object function, 

|ℱ{𝑂′𝑗,𝑘(𝑟)}|, and enforce an amplitude limit of value 𝜀 to ℱ{𝑂′𝑗,𝑘(𝑟)} in a small area around the 

DC peak of other object functions (marked by white dashed curve in Fig. 2.7(b), and blue curves 

in Figs. 2.8(c, e, g, i), i.e. all pixels with value > 𝜀 in this small area are set to 𝜀. The value of 𝜀 is 

initially set to be close to the values of the surrounding pixels in Fourier space, and fine-tuned to 



58 

improve the reconstruction. This operation is a powerful constraint which greatly helps decouple 

the two modes. The reconstructed object images with the Fourier-space amplitude limit included 

are shown in Figs. 2.8(f-h), showing higher quality and reduced interference artifacts. The Fourier 

transforms of the object images are shown in Figs. 2.8(g-i), and show almost no residual crossing 

diffraction components. 

 

Figure 2.8: Application of Fourier amplitude limit operation. (a) Measured diffraction pattern 

at a single scan position, showing two DC peaks corresponding to two objects. (b) Object 1 

reconstruction (without a Fourier amplitude limit operation), and (c) its Fourier transform. Haze 

and stripe artifacts in (b) object space result from incomplete decoupling of the two modes, visible 
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in (c) Fourier space as residual peaks (inside blue curves). Stripe artifacts in (b) have a period of 

2.2 μm, corresponding to the separation distance between the true DC peak and the residual peak 

in (c) denoted by the white arrow. (d, e) similar for Object 2. (f, g, h, i) Reconstructions and Fourier 

transforms of both objects, this time with the Fourier amplitude limit step applied within the areas 

of Fourier space encircled by the blue curves. Figure adapted from [87]. 
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Chapter 3: Tabletop EUV Actinic Microscope System 

 

As EUV lithography transitions to high volume manufacturing, actinic inspection tools at 13.5 nm 

wavelength are attractive for understanding the printability of EUV mask defects, as well as for 

in-fab monitoring for possible defects emerging from extended use. Coherent diffractive imaging 

(CDI) is a lensless imaging technique that allows for phase-and-amplitude, aberration-free, high-

resolution imaging in the EUV. Moreover, sources based on high harmonic generation (HHG) of 

ultrafast lasers are a proven viable coherent light source for CDI, with flux sufficient for rapid 

large-area inspection and small-area imaging. In this chapter, by combining CDI and HHG, we 

implemented actinic EUV photomask inspection on a low-cost tabletop-scale setup. 

 

3.1 Introduction 

Since the mid-1980s, EUV lithography has been under development, and it is currently integrated 

into the high volume manufacturing with 0.33 NA scanners at chip manufacturing facilities. As 

shown in Fig. 3.1, in an EUV lithography scanner, the 13.5 nm photons are generated by a laser-

produced plasma (LPP) source. An optical device called a ‘collector‘ collects EUV light from the 

plasma source and focuses it to form an intermedium focus (IF). A collection of shaped optics, 

called an illuminator, then guide light from the IF to form a stable and uniform light field on an 

EUV photomask. Through an imaging system, called a projector, the pattern on the EUV 

photomask is transferred to wafers for nanopatterning. 
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Figure 3.1: Schematic drawing of an optical system for an EUVL scanner. The EUV light 

generated by a plasma source is collected and focused by a collector onto the entrance of the 

illuminator, the so-called intermediate focus (IF). The illuminator then forms the light such that 

the mask is illuminated very homogeneously from well-defined beam directions. The mask is a 

critical optical element in itself, as it serves as a master template for lithographic printing. The 

structures on the mask generate a complex diffraction pattern containing the circuit information. 

The projection optics catches and combines this diffraction pattern, finally imaging the mask 

structure onto the wafer. Figure adapted from [140]. 

 

EUV Photomasks is a critical component because it serves as a master template for lithographic 

printing. Any defect/contamination must be ruled out before moving  to and during extensive use 

in HVM. Conventional photomasks for deep ultraviolet (DUV) lithography at 193 nm wavelength 

are transmissive and work by blocking light using a single chromium layer on a quartz substrate. 
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However, because all materials heavily absorb EUV light, making reflective photomasks the only 

viable solution for EUV photomasks. An EUV photomask consists of a customized 6” by 6” square 

substrate made of low thermal expansion materials and 40 alternating silicon and molybdenum 

layers on top, which act to reflect EUV light around 13.5 nm through Bragg diffraction with a 

maximum efficienct of ~ 70%. A schematic view of the cross-ssection of an EUV photomask is 

shown in Fig. 3.2. 

 

Figure 3.2: Cross-section of an EUV photomask. In EUV lithography, light incidents onto the 

mask at 6° of chief-ray angle, and is either reflected by the exposed multilayer mirror or absorbed 

by the absorber layer. Angles and thickness are not to scale. Figure adapted from [141]. 

 

As extreme ultraviolet (EUV) lithography is moving to high volume manufacturing, the fabrication 

and inspection of defect-free EUV photomasks remains one of the most critical and challenging 

issues in EUV metrology [17,142-146]. Although some inspection can be done using DUV or 
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electron beams, non-actinic inspection techniques struggle with low spatial resolution and/or 

exaggeration or distortion of the actual impact of photomask defects on patterned wafers. For 

example, it has been demonstrated that a photomask defect detected by electron beams can result 

in no impact on the patterned wafer [17], or vice versa. Consequently, an EUV actinic inspection 

tool is extremely attractive for inspection of the printability of EUV mask defects, as well as for 

in-fab monitoring for possible defects emerging from extended use. 

However, current implementations of actinic review of masks using conventional reflective or 

zone-plate imaging are too expensive to be routinely employed. First, EUV microscopy using zone 

plate optics can inspect EUV masks with relatively high sensitivity and throughput [142]. But they 

can only provide amplitude images, i.e., no phase information, with resolution limited by the zone 

plate fidelity. Direct imaging with reflective optics is also possible, but with extreme demands on 

the optical figure and alignment [143]. In contrast, ptychography, as a particularly powerful 

approach to CDI, is a lensless imaging technique that allows phase-contrast, aberration-free and 

high-resolution imaging of semiconductor samples [18,20,61,64], including EUV photomasks. 

High-NA, diffraction-limited resolution can provide an unprecedented view of photomasks, 

making it possible to identify sub-threshold mask features that may evolve into printed defects. 

Furthermore, the phase information inherent in ptychographic images is very beneficial to 

numerical simulation tools for EUV technologies.  

Ptychography has been used with synchrotron radiation to produce high quality images of EUV 

photomasks [144,146]—however, these sources have limited access. High harmonic generation 

[74,75] is a promising alternative to synchrotrons that can provide bright and coherent EUV light 

at 13.5nm. By combining HHG and ptychography, it is possible to implement actinic EUV mask 

inspection on a tabletop scale setup and at a reasonable cost. Although researchers have 
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demonstrated ptychographic reconstruction of micron- and submicron-scale features, the quality 

and reliability of these images still needs validation, and the challenge of ptychographic imaging 

of highly periodic structures, for example, 1D line-space and 2D contact array structures, remains 

to be definitively addressed. This challenge is due to the lack of diversity in the diffraction data 

[18,145,147] used in ptychographic reconstruction. Consequently, a versatile tabletop-scale tool 

for robust and reliable actinic EUV photomask microscopy has not previously been implemented. 

 

3.2 System configuration 

The TEAMS configuration is detailed in this section. It can be divided into the EUV source and 

beamline, and the ptychography microscope end-station, which consists both hardware and 

software development. Optically, the goal is to delivery as much EUV flux at 13.5 nm wavelength 

from the source to form a well-behaved illumination spot on the mask, called the probe. 

Mechanically, two sets of fine and coarse translational stages are used cooperatively to scan the 

EUV photomask in a wide range of 10s of cm while maintaining nm-scale precision. 

Complementary software for ptychographic data taking, processing and reconstruction is 

developed in a user-friendly manner. 

 

3.2.1 The EUV light source 

The TEAMS is powered by a bright and coherent tabletop HHG source at 13.5 nm wavelength 

driven by a Ti:sapphire laser. The Ti:sapphire amplifier (KMLabs RAEATM) is operating at 𝜆 ~ 

790 nm central wavelength, 30 fs pulse duration, 3 mJ pulse energy, and 5 kHz repetition rate 

(total output power is 15 W). HHG up-conversion is accomplished in a KMLabs XUUS4 using a 

waveguide filled with ~ 1 atm helium gas. A beamline separates the EUV beam from the driving 
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laser, and a diagnostic beamline with a switchable mirror serves to optimize the spatial profile and 

flux of the EUV beam, as shown in Fig. 3.3(a). After the EUV beam is optimized, it is delivered 

to the lensless EUV microscope end-station, see Fig. 3.3(b). 

 

Figure 3.3: Photos show (a) the Ti:sapphire amplifier, XUUS for HHG, and diagnostic and beam 

delivery beamline, and (b) the actinic mask imaging end-station. 

 

3.2.2 The lensless EUV microscope – Hardware development 

The generated EUV HHG beam usually consists of a comb of narrowband peaks, which is not 

suitable for ptychography imaging. Therefore, two narrowband Si/Mo multilayer mirrors are used 

to select a single wavelength at ~ 13.5nm, with 𝛥𝜆/𝜆 ~ 4%, for actinic ptychography imaging. 

More specifically, the first mirror is a spherical mirror, 𝑀𝑆, with 10cm radius of curvature and 0° 

nominal angle of incidence (AOI) from normal and the second mirror is a flat mirror, 𝑀𝐹, with 48° 

nominal AOI from normal. As shown in Fig. 3.4(a), the EUV illuminations incident from the left 

onto 𝑀𝑆 at an angle of ~ 6° from normal, and is focused and folded into 𝑀𝐹. While the beam is 

focusing, the EUV beam is deflected by 𝑀𝐹 upward onto the EUV photomask sample at an angle 

of incidence of ~ 6° from normal. Both mirrors are mounted on precision XYZ translation stage 

ensembles (SmarAct XYZ-SLC17:30) and can be precisely positioned in 3D space for alignment. 
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Furthermore, 𝑀𝐹 has an extra degree of freedom for rotation (SRP20:13) to fine tune the angle of 

incidence onto 𝑀𝐹 and the EUV photomask sample. The EUV photomask is mounted on a micro-

scale precision XY translation stage ensemble (Griffin Motion XY stages) for coarse positioning 

over a large area (~100 x 100 mm2). An EUV-CCD camera (Teledyne Princeton Instruments 

SOPHIA-XO 2048B-132, 2048 x 2048 imaging array, 13.5 x 13.5 um pixel size) is mounted below 

the sample, with the sensor facing up towards the sample and with a sample-to-sensor distance of 

~ 40 mm, to capture the far-field diffraction patterns. A photo of the real apparatus can be found 

in Fig. 3.4(b). The reflectivity vs wavelength curves for each individual mirror and for the 

combination of both mirrors can be found in Fig. 3.4(c). 
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Figure 3.4: The lensless EUV microscope consists of two Si/Mo multilayer mirrors, 𝑀𝐶 and 𝑀𝐹, 

to select out a single wavelength at 13.5 nm wavelength and focus it onto the EUV photomask 

sample at a 6° angle of incidence from normal. The EUV beam reflects and diffracts off the sample 

and is collected by an EUV-CCD camera. (a) A schematic diagram and (b) a photo of the lensless 

EUV microscope. (c) The reflectivity vs wavelength curves for 𝑀𝐶, in blue, 𝑀𝐹, in red, and both 

mirrors, in dashed black. 

 

3.2.3 The lensless EUV microscope – Software development 

We have developed a data acquisition software in LabView to perform ptychography scans on an 

EUV photomask and many other tasks. A screenshot of the main panel of the full program is shown 

in Fig. 3.5(a). This program is capable of saving sample positions and the corresponding far-field 

diffraction patterns, if desired, at regions of interest, automatically move the 𝐌𝐒  and 𝐌𝐅 
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translation and rotation stages to any saved coordinates, automatically performing ptychography 

scans at sample areas of interest, which is accessible through the “Ptychography” tab in the red 

dashed box in the cyan-highlighted area in the main panel, of which a close view is shown in Fig. 

3.5(b). 

We have also developed a data processing software package in MATLAB for reconstruction of 

ptychography datasets. Figure 3.6 shows a screenshot of the MATLAB script for data pre-

processing in (a), including background noise removal, tilted plane correction [124, 125], binning, 

centering and cropping, and a screenshot of the running ptychography reconstruction interface in 

(b). The detail of this software package will be introduced in section 3.3.3. 
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Figure 3.5: Screenshots showing the TEAMS data taking software user interface. (a) This 

screenshot shows the TEAMS data acquisition software full program. The functionality to setup 

and execute ptychography scans are under the “Ptychography” tab marked by the red dashed box 

within the cyan-highlighted area, of which a close view is shown in (b). 
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Figure 3.6: Screenshots of the TEAMS data processing software interface. (a) This screenshot 

shows the MATLAB script for data pre-processing necessary for running ptychography 

reconstructions. (b) This screenshot shows a running session of ptychography reconstruction. 

 

3.2.4 Visible-light alignment microscope 

Sample navigation is challenging for EUV imaging because the entire system needs to stay in 

ultra-high vacuum (UHV). We designed and installed an in-situ visible-light microscope with 10 

um spatial resolution and a 2x2 mm2 field of view to assist sample navigation under UHV. A 
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white-light LED is coupled into the EUV microscope vacuum chamber through a fiber feedthrough 

to illuminate the sample, see the bright light source in Fig. 3.4(b). Part of the reflected light from 

the sample surface is deflected by MF into a single lens imaging system mounted on a cage system, 

and a CMOS camera is mounted on the outside-wall of the vacuum chamber to capture an image 

of the sample area. A reflective 1951 US Air Force test target, of which a photo is shown in Fig. 

3.7(a), is used to align and test the alignment microscope. After it is aligned, a 2x2 mm2 sample 

region in the red dashed box in Fig. 3.7(a) is imaged, resulting the image shown in Fig. 3.7(b). 

 

Figure 3.7: Optical alignment microscope for sample navigation. (a) This photo shows an 

USAF target for aligning the visible-light microscope. A 2x2 mm2 region close to the center is 

imaged by the visible-light microscope, as shown in (b). 

 

3.3 Experimental results 

3.3.1 Flux throughput estimation 

The available photon flux at 13.5nm wavelength on the EUV photomask is estimated. Starting 

from the HHG source, there are two grazing incidence rejector mirrors to rejector most of the IR 

driving laser (sapphire substrates with 100nm Ru coating, 93.7% reflectivity at 13.5nm wavelength 
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each), Zr metal filters with a total thickness of 400nm to completely block the residual IR laser 

(24.7% transmission at 13.5nm wavelength), two Si/Mo multilayer mirror to select a single 

wavelength at ~13.5nm and deliver it onto the sample (~60% reflectivity each), which results in a 

total flux throughput at 13.5nm from source to sample of ~ 9.1%. Given a 1010 photons per second 

at the 13.5nm flux estimation at the source plane, we estimate the 13.5nm flux on the sample to be 

~ 9.1× 108 photons per second. 

The actual 13.5nm flux incident onto the sample can be measured by the built-in EUV-CCD 

camera of TEAMS. The monochromatic beam at 13.5nm wavelength goes through all optics 

described above and incidents onto a sample area with flat Si/Mo multilayer stack, and the specular 

reflection is recorded by the EUV-CCD camera. At 0.2 second exposure time, the EUV-CCD 

records a total amount of detector count of about 1.25× 108 . Given that the analog-to-digital 

converter setting is 5 electrons per detector count and the fact that each EUV photon at 13.5nm 

wavelength generates ~23 photoelectrons on average, the total number of EUV photon on the 

EUV-CCD per second is ~1.35× 108. Furthermore, considering a reflectivity of ~60% for the 

Si/Mo multilayer stack on the sample, the number of photons per second on the sample is ~ 

2.3× 108, which is 4 times lower than the estimated flux on the sample. This discrepancy is likely 

due to non-optimal harmonic conversion efficiency, optics surface contamination/damaging, and 

Si/Mo multilayer oxidation (the EUV photomask from imec was fabricated in 2011). 
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3.3.2 Microscope geometry calibration 

When installing the EUV microscope, there are two calibration steps that need to be done carefully. 

First, the AOI on the EUV photomask and the distance between the photomask and the CCD sensor 

need to be measured very precisely, because the former one is necessary for correcting the 

curvature in diffraction patterns resulting from conical diffraction (see section 3.3 for more 

information), and the later one determines the scaling of the reconstructed sample images. 

However, it is almost impossible to measure them in traditional ways due to the limited space. We 

discovered an elegant, yet effective way for this task by utilizing the double reflection of the 

driving laser between the sample and the camera. This measurement is valid because the driving 

laser and the EUV beam is colinear. Fig. 3.8(a) shows a schematic side view of the EUV 

microscope. An attenuated driving laser beam passes through MS and MF, incident on the sample 

at an AOI of 𝛉, and is reflected onto the camera. Since the sample and the camera surfaces are 

parallel to each other and are very reflective, the driving laser is reflected by the camera onto the 

sample, which is a distance of 𝐳 away from the sample, and once again is reflected by the sample 

onto the camera. Consequently, what we record on the camera is two beams separated by a distance 

of 𝐝, which is determined by the following linear equation: 

𝐝 = 𝟐 ∙ 𝐳 ∙ 𝛉                                                                     ( 3.1 ) 

The flat mirror MF is mounted on a rotational stage with an angular resolution of 25𝛍°, which 

enables us to scan the AOI, 𝛉, and measure the distance between the two beams on the camera. A 

linear fitting is then applied to the measured data points to extract the AOI and the distance, as 

shown in Fig. 3.8(b). In our setup, the AOI is set at 6° and the distance is measured to be 39.9mm. 
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Figure 3.8: Microscope geometry calibration. (a) A schematic shows the double reflection 

feature between sample and camera that are used to measure the AOI on the sample and the 

distance between the sample and the camera. (b) Measured distance between the two beams on the 

camera as a function of the orientation of flat mirror is shown in red data points, and a linear fitting 

is performed to extract the AOI and the distance between sample and camera. (c) The spherical 

mirror is scanned along a 2D square grid, shown in blue circles, and the beam on the EUV-CCD 

moves in a corresponding grid, shown in red circles. The beam motion grid is rotated counter-

clock-wise with respect to the mirror motion grid by ~2°, which indicates a minor misalignment 

of the orientation of the EUV-CCD by ~2°. 

 

Second, the ptychographic scan is accomplished by scanning the spherical mirror, 𝑀𝑆, in a plane 

perpendicular to the beam direction. When one scans the spherical mirror horizontally or vertically, 

the beam on the EUV-CCD should also move left-and-right or up-and-down, as opposed to 

diagonally. However, the in-plane orientation of the EUV-CCD is extremely difficult to align 

perfectly, and the angular error needs to be calibrated and compensated carefully. This can be 

accomplished by scanning the spherical mirror in a square grid and monitoring the beam motion 

on the EUV-CCD. As shown in Fig. 3.8(c), the blue circles indicate the square scanning grid of 

the spherical mirror, and the red circles indicate the center of the beams on the EUV-CCD. Using 

a linear fitting, we obtained a 2 degrees angle offset between the ptychographic scanning 

coordinate and the EUV-CCD coordinate, which is later compensated during the data processing 

stage. 
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3.3.3 Data pre-processing procedure 

Several significant pre-processing steps must be carried out between reading out images from a 

CCD and running ptychographic reconstructions. We have developed a MATLAB script capable 

of pre-processing ptychographic datasets once a small set of user inputs is established. 

Step 1: Background subtraction, which is presented in Fig. 3.9(a-c). Before or after each 

ptychography scan, we block the EUV beam and take several background images with the same 

camera settings (for example, exposure time, temperature, readout rate, gain, etc.). One then 

subtracts the averaged background image (Fig. 3.9(b)) from each diffraction pattern in the 

ptychography dataset (Fig. 3.9(a)), resulting in much cleaner patterns (Fig. 3.9(c)). 

Step 2: Thresholding to remove the detector readout noise, which has a Gaussian distribution with 

a mean close to zero and a standard deviation, from diffraction patterns. The threshold value is 

obtained by plotting a histogram of the diffraction patterns, determining the half-maximum of the 

peak around zero, i.e., the detector noise peak, and setting the larger one from the two 

corresponding pixel values as the threshold value. 

Step 3: High dynamic range (HDR) image combination. HDR significantly increase the SNR in 

the ptychography datasets by taking multiple diffraction patterns with different exposure times at 

the same sample location and combining them into one via computer algorithms. 

Step 4: Centering and cropping the diffraction patterns. The diffraction patterns are centered at the 

DC peak and cropped to an appropriate size. 

Step 5: Tilted plane correction that corrects the curvature in diffraction patterns resulting from the 

6° incidence angle from normal on the sample. Figure 3.9(d) shows an example diffraction pattern 

after the three steps above, and it is compressed vertically and stretched horizontally and is shown 

in Fig. 3.9(c) for better visualization of the curvature in it. We also added two parallel dashed red 
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line for reference. The incidence angle is determined by the method discussed in Section 3.2, and 

is used for tilted plane correct. An example corrected diffraction pattern is shown in Fig. 3.9(f-g). 

 

Figure 3.9: Data pre-processing procedures for TEAMS. (a) An example diffraction pattern 

offloaded from the EUV-CCD. (b) An example background image offloaded from the EUV-CCD 

with the same settings. (c) A background-subtracted diffraction pattern corresponding to (a). The 

red dashed box indicates the cropping range. (d-e) A cropped diffraction pattern shown in different 

aspect ratio to better visualize the curvature. (f-g) A diffraction pattern after tilted plane correct 

shown in the same aspect ratios as in (d-e). All images are plotted in log scale and share the same 

colormap. 
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3.3.4 Visible laser demonstration 

The ptychography reconstruction algorithms are wavelength agnostic, providing diffraction-

limited spatial resolution that scales directly with wavelength of the illumination. Likewise, the 

CCD works well for both visible and EUV detection. Thus, we validated operation of the system 

and verified its performance by demonstrating ptychographic imaging on two test samples using 

visible laser illumination, see Fig. 3.10(a). 

 

Figure 3.10: TEAMS system calibration and demonstration using visible lasers. (a) A 

schematic shows the coupling of a visible laser to the lensless imaging end-station for 

troubleshooting and preliminary demonstrations. (b) The amplitude of a ptychographic 

reconstruction of a 1951 USAF test target taken with a He-Ne laser at 632nm wavelength, showing 

excellent image quality and a spatial resolution of at least 17.54um (element 6 in group 5), while 

the diffraction-limited spatial resolution is 7.31um. (c) the amplitude of a ptychographic 

reconstruction of a semiconductor test sample from imec taken with a diode laser at 450nm 

wavelength. 

 

Firstly, using a He-Ne laser at 632nm wavelength, we imaged a 1951 USAF test target. Figure 

3.10(b) shows the amplitude of a ptychographic reconstruction of a 1951 USAF test target. The 

smallest features in this field of view, i.e., the horizontal and vertical bars from element 6 in group 
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5 with 8.77um linewidth, are clearly resolved with excellent fidelity, corresponding to a spatial 

resolution of at least 17.54um, while the diffraction-limited resolution is calculated to be 7.31um. 

Secondly, we used a diode laser at slightly shorter wavelength, 405nm, to image a semiconductor 

sample from imec [20]. This sample is more challenging for two reasons: (1) The sample has low 

contrast, which leads to low diffraction efficiency into high orders and low SNR; (2) The sample 

is covered with 2D periodic arrays (a 3.6um pitch) of square pillars (1.8um lateral size), which is 

challenging for ptychography due to the lack of diversity in diffraction patterns [18,145,147]. The 

amplitude image of a ptychographic reconstruction is shown in Fig. 3.10(c), where the large 

features, such as the letters and the squares, are clearly resolved while the 2D periodic arrays still 

need improvement. This can be accomplished by better system calibration and alignment, using 

other test samples with higher contrast (either in amplitude or phase), and detector cooling or high 

dynamic range for higher SNR. 

 

3.3.5 EUV actinic imaging results 

In this section, we successfully used TEAMS to image the nanoscale line-space (L/S) structures in 

an EUV photomask provided by imec. The full EUV HHG beamline starts with the XUUS4 to 

generate the illumination. The EUV is separated from the infrared driving laser first by reflecting 

from two rejector mirrors that transmit the driving laser and reflect the EUV beam, and then using 

800nm-thick Zr filters to further filter out lower-order harmonics with a ~6% transmission at 

13.5nm wavelength. An in-vacuum adjustable iris ~3 meters after the source is used to define the 

EUV mode. After it enters the end-station, the EUV beam reflects off the two Si/Mo multilayer 

mirrors, MS and MF, which selects out a single wavelength at 13.5nm with a combined reflectivity 

of ~50%. The total flux at 13.5nm incident onto the EUV photomask was estimated to be about 
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2.3x108 photons per second. A 16-bit EUV-CCD camera is installed approximately 40mm away 

from the EUV photomask, which is equivalent to a numerical aperture (NA) of 0.3456 and a pixel 

size of 20nm in the reconstructed image. The EUV-CCD camera was cooled to -20℃ under ultra-

high vacuum to reduce the noise level. The sample is an EUV photomask from imec that is 

designed to perform defectivity testing on 27nm L/S patterns—27nm half-period on the wafer 

corresponding to 108 nm half pitch on the mask itself. The ptychography scans were carried out 

by laterally scanning the spherical Si/Mo multilayer mirror, MS, causing the beam focus to move 

along with the mirror without changing the beam profile. We acquired a ptychography scan at 100 

scan positions arranged in a 10 x 10 rectangular grid, with average nearest-neighbor spacing of 

200nm and random offset at each position of up to 40nm to avoid gridding artifacts. The CCD 

integration time is set to 10 second, which nearly saturates the CCD. The far-field diffraction 

patterns consist of several completely separated diffraction orders, and the diffraction efficiencies 

slightly change as one scans the beam relative to the periodic L/S pattern. The complex images of 

the sample and the beam are reconstructed simultaneously using the ePIE algorithm [61]. The 

reconstructed beam in the sample plane is shown in Fig. 3.11(a), with a 1/e2 diameter of ~ 1um. A 

lineout of the beam intensity along the white dashed line in Fig. 3.11(a) is shown in Fig. 3.11(b). 

In the reconstruction process, we also applied total variation (TV) regularization to improve 

reconstruction fidelity. More specifically, every 5 reconstruction iterations, we used an open access 

TV regularization package [148] with a regularization parameter of 0.005 on the real and 

imaginary parts of the sample image in the high-fidelity region, and used as the object guess for 

the next iteration the mean of the regularized and original images. The TV regularization greatly 

suppressed the noise in the reconstruction and made the grating lines very sharp, as shown in Fig. 

3.11(c) and 3.11(d) for the amplitude and phase, respectively. Moreover, we averaged the 
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amplitude and phase of the reconstructed L/S pattern along the line direction, and plotted the 

lineouts in Fig. 3.11(e) and 3.11(f). 

 

Figure 3.11: Actinic ptychographic imaging of EUV photomasks using TEAMS. (a) The 

reconstructed beam intensity at 13.5nm wavelength. A lineout along the white dashed line is shown 

in (b). (c-d) The reconstructed amplitude and phase images of the 27nm L/S patterns on the EUV 

photomask. (e-f) The averaged cross-section of the 27nm L/S patterns. 

 

3.4 Discussions 

The goal of TEAMS is to perform high-fidelity inspection and imaging of EUV photomasks at 

high enough speed that meets the industry standards. We are currently working on system upgrade: 

(1) designing and installing a new EUV focusing module to deliver a focused beam with a higher 

illumination NA, which will improve the imaging fidelity and reliability; and (2) improving 

imaging throughput by taking advantage of state-of-the-art EUV CMOS cameras, which have a 

readout frame rate of about 20 frames per second as opposed to 0.5 frames per second for EUV 
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CCD cameras. Improvements in efficiency of the EUV beamline, for example, by reducing the Zr 

filter thickness from 800nm to 200nm can increase the beamline efficiency by an order of 

magnitude and allow us to take advantage of these higher frame rates. 

In summary, we successfully implemented a tabletop EUV actinic microscope system (TEAMS) 

combining HHG and ptychography. We accomplished system calibrations and proof-of-concept 

demonstrations of ptychographic imaging capability by first using visible lasers to image some test 

samples and then using an HHG source at 13.5nm to image L/S patterns in an EUV photomask. 

Several future upgrades of the system are planned to achieve fast, reliable and high-fidelity 

inspection and imaging of EUV photomasks. 
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Chapter 4: EUV ptychographic imaging of highly periodic nano-structures 

 

In the modern ptychography community, reseachers always believe that ptychography, which is a 

powerful variation of coherent diffractive imaging, does not work well for periodic structures, 

which greatly limits its potential applications in certain fields. On the other hand, ptychography 

has been proven by many researchers from all over the world to be a powerful and robust technique 

for EUV/x-ray imaging of a wide variety of samples, such as biological samples, semiconductor 

circuits, etc., which is much more complicated in structure than the simple periodic structures. 

These observations are quite counter-intuitive. In this chapter, we proposed and demonstrated an 

illumination engineering technique that allows us to achieve fast and reliable ptychographic 

imaging of periodic structures, which resolves the counter-intuitive observation and can potentially 

be applied to semiconductor photomask metrology and many other fields. 

 

4.1 Introduction 

Over the past couple of decades, ptychography has enabled robust, diffraction-limited, phase 

contrast imaging of systems down to the nanoscale  [18,20,56,62-64,149-151]. In ptychography, a 

coherent illumination, called the probe, is focused and scanned laterally across an extended 

sample, and a series of far-field diffraction patterns are recorded at each scan position while 

keeping a large area overlap among adjacent scan positions. Iterative phase-retrieval algorithms 

[49,55,61,152] are used to reconstruct the complex sample and illumination functions robustly and 

uniquely. The successful implementation of high-fidelity ptychographic imaging heavily relies on, 

among many other factors, (1) the data redundancy provided by overlapping illumination areas 

during scanning, and (2) the data diversity provided by the lateral scanning of the illumination 
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relative to the sample. Ptychographic imaging of highly periodic samples is extremely challenging 

due to the lack of data diversity in the series of diffraction patterns, leading to poor convergence 

in the reconstructed sample images. This is a significant drawback and limitation, as nanoscale 

periodic structures are present in a wide variety of samples including optical components like zone 

plates [18], photonic crystals [153,154], semiconductor devices [44], and especially EUV 

photomasks [145, 155-160]. Advanced metrology techniques that enable reliable imaging of 

nanoscale periodic structures and localization of critical defects within them are crucial for the 

development, performance and manufacturing of these highly periodic nanostructures. 

Consequently, it is extremely critical to fill this characterization gap to aid the advancement of a 

host of next-generation nano-devices. 

In this chapter, I will first give a historical overview of this problem described above and borrow 

some ideas from past demonstrations to tackle this challenge. Then, I will present experimental 

evidences in support of our imaging technique. Finally, I will go one step further and demonstrate 

improved imaging quality by illumination design. 

 

4.2 Borrowing wisdom from the past 

Nowadays, when people talk about ptychography, especially in the major optical/EUV/x-ray 

ptychography community, the first thing that comes to their mind is either Rodenburg’s 

demonstration of phase retrieval using a shifting illumination in 2004 [59], or the fancy algorithms 

developed by various researchers for phase retrieval, for example, extended ptychographical 

iterative engine (ePIE), difference map (DM), maximum likelihood (ML), etc. However, people 

in the community of crystallography and/or electron diffraction would probably very much 

disagree because they have quite different perspectives about the history of ptychography. In order 
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to understand the divergence and fill in the gap between these two groups of people, let us take a 

tour about the history of ptychography from the very beginning. 

The earliest introduction of ptychography was actually by Walter Hoppe et al. between 1969 and 

1972 [57,161,162] to describe a method of calculating the phase of the Bragg reflection peaks from 

a crystal. If a localized electron beam illuminates a crystal, the Fraunhoffer diffraction pattern is a 

convolution of the crystal’s Bragg reflection with the Fourier transform of the illumination 

function. The coherent illumination was tightly focused such that its Fourier transform is wide and 

the Bragg peaks, which are usually small spots, are made to overlap and interfere with one another 

(or in German Faltung, folding). Hoppe conjectured that this interference effect could be used to 

estimate the phase difference between any pair of overlapping diffraction orders with an ambiguity 

of a complex conjugate. By shifting the illumination relative to the sample, the Fourier shift 

theorem further resolves this ambiguity. Consequently, Hoppe used the word “ptycho”, which 

comes from the Greek word ““πτυξ” meaning “to fold”, to refer to the convolution theorem, or 

rather the “folding” of diffraction orders into one another via the convolution theorem. It is a fair 

guess that Hoppe et al. were following the example set by Gabor, who constructed the term 

holography from Greek “ολο”, meaning “whole”: the whole wave distribution being both its 

modulus and phase. Like holography, ptychography tries to reconstruct the entire wave field 

scattered from an object. Unlike holography, it does not require a reference beam, instead, it extract 

the phase information by interfering multiple, at least two, diffraction orders. Twenty-five years 

later, this idea was then re-visited and demonstrated using transmission electron microcopy by 

Nellist, Chapman and Rodenburg [58] to image atoms in a crystal of silicon, shown in Fig. 4.1. 
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Figure 4.1: First demonstration of ptychography using transmission electron microscopy. (a) 

Schematic diagram of the principle of ptychography using STEM. (b) An example of a 

microdiffraction pattern of silicon, where interference fringes can be seen in the disk overlap 

regions. (c) The phase of the reconstructed image, which shows that all the atomic columns are 

resolved. Figure adapted from [58]. 

 

However, modern ptychography, mostly using coherent photons instead of electrons, has very little 

in common with this original concept and demonstration, but for historical reasons, the name has 

stuck. The big explosion of interest in ptychography began in 2007, starting in the x-ray 

synchrotron microscopy community [62,63,163] to meet the high demand for high-resolution x-

ray imaging of general, aperiodic samples. For these general samples, their Fourier representation 

is rather widely distributed, which makes the ‘folding’ of diffraction orders into one another 

happen natrually. On the contrary, in the case of periodic samples whose Fourier representations 

are sparse, one has to carefully design the illumination to achieve diffraction overlap in the 

Fraunhoffer field. Without realizing this by most of researcher in this field, ptychographic imaging 

of highly periodic structures is considered to be extremely difficult. 

To summarize, it is quite interesting, but unfortunate, that people from the electron microscopy 

and the x-ray (now extended to other wavelength regime including visible and EUV light) 

microscopy communities have quite distinct perspectives about ptychography. I personally 
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attribute it to the fact that the momentum of the development of ptychography-based microscopy 

techniques in the EUV/x-ray regime is so strong that researchers tend to forget or forget to ask 

where it actually comes from. 

 

4.3 Methodology 

Periodic structures (in real space representation) usually have a sparse representation in Fourier 

space (meaning that only very few spatial frequency component have a non-zero amplitude). Three 

examples are shown in Fig. 4.2 of a 1D line-space structure in (a,d), a 2D square lattice structure 

in (b,e), and a 2D hexagonal lattice structure in (c,f), where (a-c) are the real space representations 

and (d-f) are the Fourier space representations. When illuminated by a focused beam with a full 

convergence angle of 𝛼, these periodic structures will produce characteristic far-field diffraction 

patterns, which is the convolution of the Fourier transform of the periodic structure (consisting of 

many diffraction orders arranged in a periodic grid with modulated amplitude and phase) and the 

Fourier transform of the in-focus beam (which is simply the far-field beam profile). The diffraction 

orders have an angular separation between adjacent orders of 𝛽 = 𝑠𝑖𝑛−1
𝜆

𝛬
, where 𝛬 is the pitch of 

the 2D periodic structure and 𝜆 is the wavelength of the beam. Depending on 𝛼  and 𝛽 , these 

diffraction orders will either be completely isolated from each other, as in Fig. 4.3(a), or partially 

overlap with one another, as in Fig. 4.3(b). For a certain combination of illumination wavelength 

𝜆 and sample period 𝛬, there exists a critical value 𝛼𝑐 = 𝑠𝑖𝑛
−1 𝜆

𝛬
 for the full convergence angle of 

the illumination. The corresponding critical illumination NA is given by: 

𝑁𝐴𝑐 =
1

2
𝑠𝑖𝑛𝛼𝑐 =

𝝀

𝟐𝜦
                                                   ( 5.1 ) 

Only when above this critical value can interference happen between diffraction orders. If the 

diffraction orders are isolated and thus not interfered, the diffraction patterns are insensitive to the 
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illuminated position on the sample, making it difficult or impossible for the phase retrieval 

algorithms to reconstruct an image. On the other hand, if the diffraction orders are overlapped, 

interference fringes will appear and shift as the beam is scanned across the sample, giving direct 

information about the relative position between the illumination and the sample, and enabling 

robust image reconstruction. 

 

Figure 4.2: Representations in real (x-y) and Fourier spaces (fx-fy) of three kinds of periodic 

structures. (a,d) One-dimensional line-space structures. (b,e) Two dimensional square grids. (c,f) 

Two dimensional hexagonal lattices. 
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Figure 4.3: Schematic representations showing that the key to imaging periodic structures 

using ptychography is to enforce diffraction orders to overlap and interfere in the detector 

plane. In (a), the divergence angle of the 0th order is smaller than the angular separation between 

adjacent diffraction orders, resulting in no overlap in the detector plane and inhibiting image 

reconstruction. In (b), the divergence angle of the 0th order is increased to be larger than the angular 

separation between adjacent diffraction orders, so interference begins to happen in the overlap 

regions, allowing reliable and robust reconstructions of periodic samples. 

 

Experimentally, an easy way to achieve interference is to increase numerical aperture (NA) of the 

illumination onto the sample such that each diffraction order is large enough in the far-field to 

overlap with one another. For a fixed illumination wavelength, this can be achieved by either 

increasing the divergence angle of the light source, or using focusing optics with shorter focal 

length. 

A characteristic, phase-change-like behavior is expected to happen as one smoothly increases the 

illumination NA, as shown in Fig. 4.4. For 2D periodic structures with a certain pitch, for example 

9 um as indicated in blue, and illumination with a certain wavelength, for example 56 nm in this 

study, there exists a critical value for the illumination numerical aperture, 𝑁𝐴𝑐 =0.00311, given 
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by Eq. (5.1). Below the critical 𝑁𝐴𝑐, diffraction orders do not overlap in the detector plane, thus 

ptychographic reconstructions are not reliable, while above the critical NA diffraction orders 

overlap with one another, leading to fast and high-quality reconstructions with minimal grid 

artifacts. In the presence of experimental noise, the reconstruction is expected to be improved as 

illumination NA increases. For 2D periodic structures with smaller periods, for example 4.5 𝜇𝑚 

and 3 𝜇𝑚 pitches, the critical NA increases accordingly to 0.0062 and 0.0093, as shown in yellow 

and red in Fig. 4.4, respectively. 

 

Figure 4.4: A schematic phase diagram in ptychographic imaging of periodic structures 

indicating reconstruction quality as a function of sample period and illumination NA. For a 

specific sample period, blue for 9 𝜇𝑚, yellow for 4.5 𝜇𝑚 and red for 3 𝜇𝑚, a critical illumination 

NA has to be realized in order to do successful ptychographic reconstructions. 
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4.4 Experimental configuration 

We built an EUV ptychographic microscope in transmission geometry using high harmonic 

generation (HHG) illumination to experimentally verify our proposed technique. We demonstrated 

that it is capable of imaging highly periodic samples, either with a Gaussian mode or carrying 

orbital angular momentum (OAM) of vortex charge ℓ = 7. The experimental set-up is quite similar 

to that used in section 2.2. We will omit the similar part of these two set-ups and describe in detail 

the difference. A schematic diagram of the set-up is shown in Fig. 4.5. Again, we first use an 

amplified Ti:sapphire ultrafast laser (790nm central wavelength) to generate SHG (395 nm central 

wavelength) in a 𝛽-BBO crystal.  This SHG beam is then focused into a semi-infinite gas cell 

(SIGC), which consists of a Brewster-cut entrance window, a 20 cm length filled with 50 torr of 

argon gas, and a copper gasket placed in the focal plane of the driving laser where a coherent HHG 

beam is generated [164,165]. The driving laser is separated from the high-harmonic beam by using 

a 200 nm aluminum filter. The resulting EUV beam after the aluminum filter consists of narrow 

peaks at the 7th (𝜆 = 56 nm) and 9th (𝜆 = 44 nm) harmonics. The intensity ratio of the two harmonics 

in our experimental setup is estimated to be 𝐼𝜆=56𝑛𝑚/𝐼𝜆=44𝑛𝑚  ~ 30:1, which can be well-

approximated as a monochromatic illumination suitable for ptychographic imaging. For generating 

HHG beams with a Gaussian spatial profile, we used an SHG beam with pulse energy of ~ 500 𝜇J. 

For generating HHG beams carrying OAM, we increased the pulse energy of the SHG beam to 

~1.5 mJ, and inserted a spiral phase plate (Holo-Or) to generate a driving beam with OAM charge 

number ℓ = 1, and 𝜆 = 395 nm. The increased pulse energy is necessary in order to make the peak 

intensity (which is located at a central point for Gaussian beams, but is distributed in a ring for the 

OAM beams) equal for the two cases, in order to match HHG cutoff energies and conversion 
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efficiency.  Due to the conservation of OAM in HHG, the resulting quasi-monochromatic 7th 

harmonic beam (𝜆 = 56 nm) carries an OAM charge number of ℓ = 7 [166-168]. 

After entering the imaging end-station, the HHG beam is focused sequentially by two toroidal 

mirrors (toroidal mirror #1: B4C-coated, feff = 27 cm, θ = 15°; toroidal mirror #2: Au-coated, feff = 

50 cm, θ = 10°) in a Wolter configuration to create an focusing system with higher NA (feff = 17 

cm) while managing coma aberration [169]. The resulting focusing beam is redirected towards the 

sample at normal incidence using a glancing incidence mirror (B4C coating, fused silica substrate, 

3° incidence angle from grazing, nominal reflectivity 95%). The testing samples are three 

Quantifoil holey carbon films which have various hole sizes and shapes arranged in a rectangular 

grid, and are mounted on standard Ted Pella Ø3mm Cu TEM grids with 200 mesh (125 um pitch, 

90 um hole width and 35 um bar width). More specifically, the three Quantifoil holey carbon films 

have a pitch of 9 um (7 um square hole and 2 um bar, product number 656-200-CU from Ted 

Pella), 4.5 um (3.5 um diameter circular holes and 1 um separation, product number 660-200-CU) 

and 3 um (2 um diameter circular holes and 1 um separation, product number 661-200-CU), 

respectively. The samples are positioned close to the beam focus (~ 30 um diameter for Gaussian 

HHG beams, and ~ 40 um diameter for OAM HHG beams), and are mounted on a precision 

translation stage ensemble (SmarAct XYZ-SLC17:30). They are translated in the plane 

perpendicular to the beam path to perform ptychographic scans in 7 x 7 rectangular grids (49 

positions) with nominally 3.3 um between adjacent positions. A random offset of ±20% of the 

scan step size was added to each scan position to avoid artifacts originating from the scan grid 

itself. The far-field diffraction patterns are recorded by an EUV-CCD detector (Andor iKon-L, 

2048 x 2048, 13.5 um pixel size) positioned about 50 mm after the sample. In order to obtain the 

best ptychographic reconstructions possible for each illumination case, we carefully characterized 
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each illumination function in the sample planes by taking ptychographic scans on a non-periodic 

sample and reconstructing both the sample and the illumination function through blind 

deconvolution. The reconstructed illumination functions were then used in the ptychographic 

reconstructions of highly periodic samples as initial guesses. 

 

Figure 4.5: Schematic diagram of the experimental set-up for ptychographic imaging of 

highly periodic structures. A quasimonochromatic beam at ~56 nm wavelength (either with a 

Gaussian mode or carrying OAM 𝑙=7) is generated via HHG. It is then focused by a double-toroid 

system onto the periodic structures to produce characteristic far-field diffraction patterns. 
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4.5 Experimental results 

4.5.1 Gaussian-HHG illuminations with controlled NA demonstrate a phase-change-like 

behavior in ptychographic imaging of periodic structures 

For the first part, we demonstrated the phase-change-like behavior in ptychographic imaging of 

highly periodic structures, as shown in Fig. 4.6, using Gaussian HHG beams with controlled beam 

divergence (equivalent to illumination NA). An in-vacuum iris is inserted ~ 0.5 m after the SIGC 

to allow direct control on the divergence of the HHG beams. We chose four different iris aperture 

sizes such that the illumination NAs onto the sample are 0.0005, 0.0025, 0.0045, and 0.0065, and 

tested them on the two 2D periodic structures with 9 um pitch. As shown in Fig. 4.6(a,c), these  

two ptychography datasets on the 9-um pitch sample with illumination NA = 0.0005 and 0.0025 

(smaller than the critical value 𝑁𝐴𝑐=0.0031) cannot be reconstructed because the diffraction 

orders are isolated and no interference happened (see the insets), and the reconstructed images are 

heavily corrupted by gridding artifacts, see Fig. 4.6(b,d). As the illumination NA is increases to 

0.0045 and 0.0065 (larger than the critical value 𝑁𝐴𝑐=0.0031), interference happens, as shown in 

Fig. 4.6(e,g) and the insets, and high-fidelity images are reconstructed within only a couple of 

hundreds of iterations, as shown in Fig. 4.6(f,h). All datasets have a similar total number of photons 

collected by the EUV-CCD. 



94 

 

Figure 4.6: A phase-change-like behavior is demonstrated by Gaussian-HHG illuminations 

with controlled divergence. (a-b) A Gaussian beam with small divergence angle, controlled by 

an in-vacuum iris, is not capable of imaging the specific periodic structures because the diffraction 

orders do not overlap. (c-d) The corresponding ptychographic reconstructions failed. (e-f) With a 

larger in-vacuum iris aperture, diffraction orders start to overlap and high-fidelity reconstruction 

can be achieved within a few hundreds of iterations. (g-h) With the in-vacuum iris aperture further 

increased, the interference fringes increase in SNR, leading to better reconstruction quality. 

 

4.5.2 OAM-HHG illuminations enable higher-fidelity imaging than Gaussian-HHG 

Due to the conservation of OAM in the HHG process and the resulting high spatial frequency 

content in the generated EUV beam, OAM HHG beams naturally have a significantly increased 

beam divergence (equivalent to illumination NA) compared to that of Gaussian HHG beams. This 

optically enhanced illumination NA allows us to achieve area overlap among diffraction orders for 

smaller pitch periodic samples beyond what is possible with the Gaussian probe, without making 

any changes to the focusing optics. Furthermore, the donut-shaped intensity distribution of OAM 

HHG beams ensures that the majority of photons fall in the overlap area (in contrast to the Gaussian 

beam, for which the overlap between diffraction orders occurs at the tails of the intensity 
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distributions), which increases the SNR for the interference fringes. Here, we demonstrate that 

these two intrinsic advantages of OAM HHG beams enable ptychographic imaging of highly 

periodic structures with higher quality than the corresponding Gaussian HHG beams. 

To generate OAM HHG beams, we used a driving laser with ℓ = 1 to generate a 7th harmonic beam 

carrying OAM ℓ = 7. As shown in Fig. 4.5, we tested Gaussian and OAM HHG beams, both with 

the in-vacuum iris fully open, on three periodic structures with 9 um, 4.5 um and 3 um pitches. For 

the 9 um pitch sample, Gaussian beams can produce a decent image with some artifacts, while 

OAM beams manage to remove most of the gridding artifacts and result in a much higher-fidelity 

image that can be further used for defect analysis (see section 4.5.3). Moreover, for the 4.5 um 

pitch sample, Gaussian beams are barely able to produce reliable images, but the OAM beams are 

still able to produce high-quality images. Lastly, for the 3 um pitch sample, Gaussian beams totally 

failed due to the lack of interference in the diffraction patterns, while OAM beams still managed 

to image the general periodic structure, even though the quality of the unit cell is poor. All datasets 

have a similar total number of photons collected by the EUV-CCD. We also took SEM images of 

these three samples and overlaid them with the reconstructed images from our technique, as shown 

in Fig. 4.8, which shows great agreement. 
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Figure 4.7: Comparison of ptychographic imaging quality from Gaussin and OAM HHG 

illuminations. (a-b) An example diffraction pattern and the reconstructed 9 𝜇𝑚 pitch sample 

using Gaussian HHG beams. (c-d) An example diffraction pattern and the reconstructed 9 𝜇𝑚 

pitch sample using OAM HHG beams. (e-h) Similar results for the 4.5 𝜇𝑚 pitch sample. (i-l) 

Similar results for the 3 𝜇𝑚 pitch sample. 
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Figure 4.8: Reconstructed images from OAM HHG illuminations overlaid with SEM images of 

the same sample area on the 9 𝜇𝑚 (a), 4.5 𝜇𝑚 (b), and 3 𝜇𝑚 (c) samples. 

 

4.5.3 OAM-HHG illuminations reveal nanoscale defects in otherwise periodic structures 

A major motivation for wanting to image periodic structures is to reliably observe and pinpoint 

small areas where the periodicity is broken, i.e., defects. For the cases where the diffraction orders 

are insufficiently overlapped, the artifacts in the ptychography reconstructs make it difficult or 

impossible to locate these defects. Here, we observed that the increase in reconstruction quality 

granted by using OAM HHG probes enables reliable localization of nanoscale defects in otherwise 

highly periodic structures. This can potentially find its application in metrology for micro- and 

nano-fabrication and manufacturing, including the most advanced EUV lithography. In the 9 um 

pitch sample, there is a broken carbon bar as shown in the SEM image in Fig. 4.9(g). We performed 

ptychographic imaging in transmission using Gaussian HHG beams. An example diffraction 

pattern is shown in Fig. 4.9(a), and the reconstructed image is shown in Fig. 4.9(b), where 

reconstruction artifacts heavily corrupt image details and makes the defect invisible. Next, a 

similar experiment is performed with OAM HHG beams under otherwise the same condition, 

resulting in roughly the same max count in the diffraction patterns as that in the OAM case 

(meaning similar SNR in the datasets). The reconstructed image is shown in Fig. 4.9(d), in which 
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the defect is clearly resolved and is indicated by the yellow circle. Furthermore, the SEM image 

in Fig. 4.9(g) shows that the defect is about 289 nm in width, which is close to the diffraction-

limited resolution of the current microscope (200nm). 

 

Figure 4.9: Comparison of Gaussian and OAM HHG illumination for nanoscale defect 

inspection. An example diffraction pattern (a) and the reconstructed image (b) of a 9 𝜇𝑚 pitch 

sample using Gaussian HHG illuminations. A zoomed-in view of the red box in (b) is shown in 

(c), where the nano-defect is heavily corrupted by the reconstruction artifact. Similar figures from 

OAM HHG illuminations are shown in (d-f), where the gridding artifact is significantly surpressed 

and the defect is clearly revealed. (g) An SEM image of the same sample area, showing a defect 

of 289 nm x 2 𝜇𝑚. 

 

We show the measured/reconstructed Gaussian and OAM HHG beams in three different planes, 

as shown in Fig. 4.10. The intrinsic divergence for Gaussian and OAM HHG beams are 

characterized by directly recording the beam on a disgnostic camera without reflecting off any 

curved surface, and the intensity profiles are shown in Fig. 4.10(a). The Gaussian and OAM beams 

in the sample plane were reconstructed through ptychography and their complex fields are shown 
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in Fig. 4.10(b) with intensity encoded in brightness and phase encoded in hue. The beam profiles 

in the detector plane can be calculated by propagating the beams in the sample plane to the detector 

plane, and are shown in Fig. 4.10(c). 

 

 

Figure 4.10: Gaussian and OAM HHG beam profiles in different planes. (a) Intensity profiles 

of the Gaussian and OAM HHG beams 1.5m after they are generated without focusing/defocusing 

optics in the middle. They are directly measured on a diagnostic camera. (b) The reconstructed 

Gaussian and OAM HHG beams in the sample plane. The beams are focused by a double-toroid 

system onto the sample. The intensity and phase are encoded in brightness and hue, respectively. 

(c) The reconstructed Gaussian and OAM HHG beams in the detector plane. 

 

4.6 Conclusion 

We have demonstrated reliable and robust ptychographic imaging of periodic structures using a 

coherent tabletop EUV source based on HHG. We verified that the key is to design the illumination 
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conditions such that the resulting diffraction orders have area overlap and interfere with each other 

in the far-field. This is experimentally accomplished with a Gaussian HHG beam with controlled 

divergence angle. We further converted our light source to carry OAM, which has a characteristic 

ring-shaped intensity profile and an intrinsic larger divergence. These properties of the OAM HHG 

beams allow us to achieve (1) better image quality than Gaussian HHG beams, and (2) successful 

ptychographic imaging of periodic structures with small pitches that is beyond what is possible for 

Gaussian HHG beams. Last but not least, we observed that OAM HHG illuminations are capable 

of providing nearly artifact-free ptychographic reconstructions of periodic structures, which allows 

us to spot diffraction-limited-sized defects in them. This is particularly interesting for the nano-

metrology community, including semiconductor metrology. 
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Chapter 5: Summary and future directions 

 

5.1 Summary 

In this thesis, I have demonstrated several EUV lensless microscopes using tabletop high harmonic 

generation sources. In chapter 2, I showed how multiple mutually incoherent EUV modes, 

different in wavelength and/or being separated in time, can be simultaneously applied to perform 

ptychographic imaging to extract more sample information, i.e., spectral responses and/or larger 

sample field of views. This simultaneous implementation of temporal and/or spectral multiplexing 

in ptychography is a natural way to take full advantages of the unique properties of HHG light 

sources. This is achieved by adapting the ptychographic information multiplexing algorithm [68] 

and adding extra constraints for better convergence and higher reconstruction quality. This 

technique allows one to perform higher-throughput lensless imaging without increasing the 

amount of data needed. In chapter 3, I introduced our tabletop EUV actinic microscope system 

based on lensless imaging. It is specifically designed for defect inspection and analysis in EUV 

photomask samples. The system has been calibrated using various diagnostic methods, including 

sample-to-detector distance, angle of incidence, detector orientation offset, etc. Some preliminary 

actinic imaging results on 108 nm line-space structures have been reported with large amount of 

algorithmic effort (total-variation regularization). It turns out to be extremely challenging to image 

these one-dimensional line-space structures through ptychography, which is the major inspiration 

for chapter 4. In chapter 4, we proposed and demonstrated a novel technique that enables fast, 

reliable and robust ptychographic imaging of 1D/2D periodic structures by illumination 

engineering. We also compared imaging quality of periodic structures under two types of 

illuminations, i.e., Gaussian and OAM HHG illuminations, and discovered that OAM HHG 
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illuminations are superior due to their ring-shaped intensity profile and larger intrinsic beam 

divergence. We believe that these findings can help fill in the metrology gap for advanced 

semiconductor and quantum devices, especially for EUV photomasks. 

 

5.2 Future directions 

There are several exciting extensions of the work presented in this thesis that I would like to share 

with the readers and hopefully some of them can be accomplished by future researchers in the 

Kapteyn-Murnane group. 

First, in the multibeam ptychography experiments, it would be interesting to explore the maximum 

number of mutually incoherent beams allowed in this technique. 

Second, the TEAMS hardware can be upgraded for high-throughput and high-fidelity imaging of 

EUV photomasks following these two general directions: (1) designing and installing a new EUV 

illuminating module to deliver a focused beam with a larger illumination NA to support the 

interference of diffraction orders, which will improve the imaging fidelity and reliability; and (2) 

improving imaging throughput by increasing source brightness and beamline efficiency, as well 

as taking advantage of state-of-the-art EUV CMOS cameras, which have a readout frame rate of 

about 20 frames per second as opposed to 0.5 frames per second for the current EUV CCD 

cameras. In terms of improving the EUV beamline efficiency, one can increase the beamline 

efficiency by almost an order of magnitude by reducing the Zr filter thickness from 800nm to 

200nm. 

Last but not least, as a new research topic, numerous opportunities exits in the exploration and 

optimization of the technique introduced in chapter 4. 



103 

• The experimental demonstration in chapter 4 used 56 nm wavelength EUV beams with an 

imaging NA of 0.138 and provided a diffraction limited resolution limit of ~ 200 nm. 

Future efforts can be devoted to combining shorter wavelength light and experimental 

setups with larger imaging NA to explore periodic structures with 10s-100s of nanometer 

pitches, for example those in EUV photomasks. The reconstructed phase information about 

the EUV photomasks are especially valuable for understanding and addressing mask 3D 

effects. 

• Since illumination pattern is very critical for this technique, optimizing the illumination 

pattern can be valuable for real-world applications. Future effort can be devoted to figuring 

out the optimal illumination patterns for different lattice patterns (1D line-space structures, 

2D rectangular structures, 2D hexagonal structures, etc.). In HHG, EUV beam mode and 

divergence can be controlled by tailoring the driving field using combinations of different 

vortex number, polarization states, etc [139]. Alternatively, by combining a Köhler 

illumination system with a fly’s eye integrator, it is possible to create almost arbitrary 

illumination patterns in the EUV [170]. 
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